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Chapter 1

Abstract

A review was made which discusses different types of the discharges applied for plasma
assisted ignition and combustion. Special attention to experimental and theoretical anal-
ysis of some plasma parameters was given, such as reduced electric field, electron density
and energy branching for different gas discharges. Streamers, pulsed nanosecond dis-
charges, dielectric barrier discharges, radio frequency discharges, atmospheric pressure
glow discharges are considered.
Detailed measurements of the parameters of a streamer flash development in the air

for the pressure range 90-1300 Torr have been carried out in the plane-to-plane geometry
for 20-42 kV positive and negative polarity nanosecond pulses. A numerical model, which
successfully predicts such streamer parameters as current, velocity of propagation, and
streamer’s head diameter in a wide range of pressures and voltages has been developed.
New results have been obtained for spatial control of discharge uniformity at different

experimental conditions. LaVision ICCD camera with picosecond resolution was used to
obtain discharge images with a gate of 1 ns and subnanosecond delay between frames.
We controlled the process of the uniform discharge development from a tip of conical
electrode for different pressures and polarities. Development of the discharge in plane–
to–plane geometry was investigated for different repetition rates of the pulses.
New technique for the control of electron density with a lower limit of measurements

1011 cm−3 and temporal resolution up to 100 ns has been adjusted and tested. The tech-
nique is based on microwave I/Q interferometry at 94 GHz frequency. The experiments
demonstrated the efficiency of the technique in experiments with discharge in repetitive
regime. Good correlation between experimental data for electron density obtained from
electric current measurements and from microwave interferometry has been demonstrated.
The decay of electron density in the afterglow of a nanosecond pulsed discharge has

been investigated for room temperature and for high temperatures (1500–3000 K). The
experiments were carried out in N2, O2, CO2, N2 : O2 = 4 : 1, and water vapor for
a gas temperature T=295 K and high voltage pulse of positive polarity with the ampli-
tude U=11 kV. Different repetition rates of pulses were tested. The initial electron density
practically does not depend upon a gas mixture composition. It is equal to (1-3)·1012 cm−3

within the pressure range of 1–10 Torr. The plasma decay time decreases with pressure,
and corresponds to a few microseconds for N2, O2, CO2, N2 : O2 = 4 : 1. Maximal
recombination time (τ≈1.7 µs, p=2.5 Torr, T=295 K) and initial electron density (n0≈
2.2·1012 cm−3) have been observed for synthetic air. For water vapor, the recombination
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time is significantly lower. The kinetic schemes were proposed for pure gases. Their veri-
fication has been made using experimental data. The experiments in a high-temperature
range were carried out for CO2:O2:N2 mixture with different admixtures of water vapor.
It can be concluded from the experiments that water addition decreases significantly the
plasma decay time. Typical decay time during high temperature experiments was equal
to a few microseconds, and the electron density drops by an order of magnitude during 10
microseconds. Preliminary numerical modelling has been made, the results demonstrate
a reasonable agreement with the experiments.
The experimental investigation of processes of alkanes slow oxidation has been per-

formed. We have investigated kinetics of alkanes oxidation from methane to decane in
stoichiometric and lean mixtures with oxygen and air at room temperature under the
action of uniform high-voltage nanosecond discharge without gas flow. Also we have in-
vestigated experimentally kinetics of C2H5OH, CH3COCH3, C2H2 in their mixtures with
oxygen and CO:O2 mixtures with small controlled additives of water vapour.
The discharge was initiated with repetition rate 40 Hz in the discharge screened tube

with 5 cm diameter and 20 cm length. The pulses polarity was negative, with 10 kV
amplitude and 25 ns duration. Mixtures’ initial pressures were varied within 0.8-11 Torr
range with the step of 0.8 Torr. The discharge current, electrical field and energy in-
put have been measured with nanosecond time resolution. Emission intensities of the
molecular bands such as NO(A2Σ → X2Π, δv = 3), N2(C

3Π, v′ = 1 → B3Π, v′′ = 7),
N2(B

3Π, v′ = 6 → A3Σ, v′′ = 3), N+
2 (B

2Σ, v′ = 0 → X2Σ, v′′ = 2), CO+
2 (B

2Σ →
X2Π, δv = 0), CH(A2∆, v′ = 0 → X2Π, v′′ = 0), OH(A2Σ, v′ = 0 → X2Π, v′′ = 0),
CO(B1Σ, v′ = 0→ A1Π, v′′ = 2) have been measured in integral regime (integration time
was 2.2 s) and with nanosecond resolution. Methane concentration was measured by ab-
sorption of He-Ne laser emission in integral regime. On the base of optical measurements
time of the full oxidation of the alkanes was determined.
On the base of experimental data the kinetic scheme was proposed to describe nanosec-

ond discharge action on hydrocarbon-containing mixtures. It was demonstrated that it
is possible to describe experimentally obtained dependencies of the oxidation time vs gas
pressure for different mixtures. The main radicals responsible for oxidation are O(1D)
and OH. Equal time of oxidation for a set of heavy hydrocarbons is explained by nega-
tive reverse back-coupling through stable intermediates, such as H2O2 and CO. A good
correlation between calculations based on these assumption and experimental data was
found.
An analysis of the ignition of H2-containing mixtures at high temperatures under

the action of a nanosecond high-voltage discharge has been performed numerically and
experimentally for a wide range of parameters. A comparison of the equilibrium and
nonequilibrium excitation was performed. The model constructed supports the conclusion
that nonequilibrium excitation is much more effective than the equilibrium one for ignition
control. In particular, the ignition threshold shift in H2-Air mixture is about 300 K under
the discharge action with the equivalent energy input of 15 K.
The numerical analysis of ignition efficiency allowed to perform experimental inves-

tigations of the initiation of the ignition by nanosecond discharge at high temperatures.
A novel experimental scheme for the investigation of ignition delay at high temperatures
under the action of a high-voltage nanosecond discharge has been developed. Electri-
cal parameters on a nanosecond time scale and the ignition processes on a microsecond
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time scale were investigated. Ignition delays for different mixtures, gas pressures and
temperatures were obtained experimentally. The dependence of the ignition delay upon
temperature, high voltage pulse amplitude, and the energy release into the discharge was
determined experimentally for H2-O2 and H2-air mixtures diluted with argon or helium.
ICCD camera PicoStar HR12 was used to obtain the discharge images in a hot mixture
with high temporal resolution. The wavelength sensitivity of the optical system was 300-
800 nm. The homogeneity of the discharge development and the ignition initiation was
shown up to the pressure of 2 atmospheres under the discharge excitation. Obtained data
were compared with the results of numerical calculations.
We have conducted the experiments and numerical modelling of the ignition of hydro-

carbon–containing mixtures under the action of pulsed nanosecond discharge. The exper-
iments were carried out with a set of stoichiometric mixtures CnH2n+2 : O2 (10%) diluted
by Ar (90%) for hydrocarbons from CH4 to C5H12. The temperature behind the reflected
shock wave (T5) varied from 950 to 2000 K, and the pressure (P5) was 0.2 to 1.0 atm. For
each set of experimental parameters we have compared the ignition by the discharge with
autoignition.
A numerical model has been built which takes into account both high–temperature

kinetics of the ignition and production of atoms and radicals by a nanosecond discharge.
At the first stage, we calculated energy branching in the discharge on the basis of experi-
mentally determined electric field and energy input. Reactions responsible for the energy
transfer from electronically excited buffer gas to molecules with subsequent production of
atoms and radicals was included into kinetic scheme. At the second stage, we modelled
high–temperature kinetics, taking into account atoms and radicals produced at the first
step.
Comparison of the results of experiments and numerical modelling gives a reasonable

agreement and allows to conclude that, at our experimental conditions, the most impor-
tant channel of the energy input is dissociation by an electron impact and production
of electronically excited atoms and molecules. Additional production of atoms and rad-
icals due to the quenching of electronically excited species in the nearest afterglow does
not exceed factor of 2–3. These atoms and radicals (O, H, OH, CnH2n−1 etc.) lead to
the uniform in space ignition of gas mixtures at temperatures 500–200 K lower than the
autoignition temperature.
To elucidate the main channels which are responsible for the ignition under the action

of a nanosecond discharge, and separate the role of dissociated species, in part, the role
of electronically excited atoms O(1D), we performed a set of experiments with specially
prepared mixtures of N2O with hydrogen, diluted by argon. The experiments were carried
out behind a reflected shock wave. A radiation of pulsed ArF laser was used instead of
the discharge to provoke the ignition. Comparison of ignition by the discharge and by
laser flash-photolysis for the same experimental conditions and for gas mixture of special
composition has been made.
The kinetics of chemical transformations in N2O–H2–O2–Ar mixtures have been stud-

ied in the temperature range from 1000 to 2700 K and pressures from 0.1 to 10 atm. A
shock-tube experiment has been used to obtain data on ignition delay time in mixtures
which are diluted with the noble gas (50 to 90% Ar). Based on the data obtained and
the data of kinetic experiments in mixtures containing up to 97% Ar, a mechanism to
describe the kinetics in the given system has been suggested.
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The influence of gas excitation by a pulsed nanosecond atmospheric-pressure barrier
discharge (with a high-voltage pulse amplitude up to 25 kV, pulse repetition rate up
to 10 kHz, pulse duration is 5–70 ns) on the characteristics of a premixed propane–air
and methane–air flames has been investigated within a wide range of the equivalence
ratios (0.4–5). It was experimentally found that the flame blow-off velocity increases
more than twice with the discharge energy input 0.1% of the burner’s chemical power.
The emission profiles of the OH, CH, and C2 radicals along the flame were studied using
emission spectroscopy. An efficient production of active radicals under the action of a
barrier discharge has been observed. Based on the data obtained, the increase in the
flame propagation velocity is explained by the production of atomic oxygen in a discharge
due to the quenching of electronically excited molecular nitrogen N2 and the electron-
impact dissociation of molecular oxygen. A numerical model has been developed that
qualitatively describes the influence of a barrier discharge on flame propagation.
It was shown experimentally that results for methane-air flame are similar with propane-

air one. The acceleration mechanisms are similar in both cases. Besides proper form of
energy input, proper organization of discharge is of great importance. The main charac-
teristics of successful energy input, in this case, is the maximum value of the ratio of flame
blow-off velocity with discharge to that one without the discharge (instead of maximum
possible flow speed), and the minimal ratio between discharge energy input and chemical
power of a burner. The comparison of the effectiveness of plasma-assisted combustion
for different types of the discharge, different pulse durations, pulse repetition rates and
other parameters, which are responsible for active particles production, was performed.
Development of the streamer in different regimes was studied, optimal regimes were found.
It was found that active particles (O and OH primarily), which are produced under the

discharge action, play the most significant role in the effect of combustion acceleration.
The model of flame acceleration, based on nitrogen quenching on oxygen molecules, with
production of O and OH radicals, was confirmed by spectroscopic investigations. Detailed
results concerning OH emission and blow-off velocities are represented. For barrier dis-
charge, which was proved to be efficient for flame control, dependence of flame blow-off
velocity from pulse amplitude and pulse repetition rate was found.
To prove the suggested mechanism which is responsible for a flame stabilization by

the nanosecond barrier discharge we performed measurements of the gas flows (air and
propane-air) temperatures in the barrier discharge. The measurements were performed us-
ing rotationally-resolved 0-0 band of 2nd positive emission system of a nitrogen molecule.
It was found that gas heating in a propane-air mixture is stronger than in a pure air.
Basing on the results of numerical modelling we can conclude that additional heating in
propane-air mixtures occurs due to atomic oxygen production in the discharge, and the
direct thermal heating by the discharge is insufficient to promote a combustion. The main
reasons for the temperature growth are the following. The first is an additional energy
release in chain reactions, and this effect is important at high temperatures (near the tem-
perature of self-ignition). The second, which is more important at lower temperatures, is
the difference in mechanisms of O atoms recombination in air and propane-air: recombi-
nation in air proceeds via O-O and O-O2 collisions, while in propane-containing mixtures
the recombination goes with OH radical formation – this process is much more faster.
Because the residual time of a mixture portion in the discharge zone is limited by the flow
velocity (near 1 ms), such energy release acceleration is important in kinetic processes.
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The modelling of gas heating was performed with taking into account O(1D) which is
produced in the discharge, good correlation between experimental data and calculations
was performed.
Another proof to the mechanism suggested above about the radical’s role in the flame

control by the barrier discharge is the measurements of OH radical in the flame using laser-
induced fluorescence technique. It was demonstrated that additional OH production takes
place on the boundary between the discharge and flame zones. Difference between OH
density in the flame and the flame supported by the discharge has been observed which is
similar to that one for excited OH radicals. The scheme for control of temporal behavior
of OH in combustion under the nanosecond discharge influence has been adjusted. The
measurements in time-resolved regime with an accuracy about 2µs have showed the fast
formation of OH radicals near the burner nozzle after the discharge action and their
further decrease between pulses. OH maximum corresponds to 1 µs and corresponds with
calculations. These results confirmed the theory about the radical mechanism of the flame
stabilization by the nanosecond barrier discharge.
A set-up to study the liquid fuel atomization under the influence of pulsed nanosec-

ond discharge was designed and assembled. The effect of discharge influence was observed
during the regime of strongly aerated liquid atomization. Two differences could be men-
tioned: the optical density of the flow was reduced with the discharge as well as the
atomization time. Regimes and electrodes’ geometry were found when nanosecond pulsed
discharge affects strongly the liquid atomization. With liquid consumption up to 20 g/sec
(and discharge power 3kW, which corresponds to 5% vapourization) it’s possible to ob-
tain atomization of a flow in the regimes where there is no atomization in the absence
of the discharge. It was found that the main mechanism of the discharge influence lies
in vapourization of liquid in the breakdown channel with further changes in flow pat-
tern. The maximum liquid consumption for effective atomization is limited by the stable
breakdown appearance.
The study of propane-air plasma in the hypersonic flow was performed. The flow

regime corresponded to Mach number of 8, gas flow was equal to 0.2 g/s. The pre-chamber
was equipped with heater which allowed us to heat the gas up to 700 K before its expansion
into the nozzle. The stable diffuse plasma was created by low-pressure aerodynamically
stabilized DC discharge between nozzle and high-voltage electrode. Mean electron energy
in this type of discharge is rather high and gas excitation includes ionization, dissociation,
excitation of electronic and vibrational states, so discharge provides almost no direct
heating. Spatial distribution of the different molecular bands emission was measured.
The region of gas relaxation and chemical reactions (emission peak of CH radical) was
determined. Maximum of CH emission corresponds to the region near the shock wave
front, while the maximum of emission intensity of nitrogen molecule corresponds to the
near-electrode region. The emission of CH radical rapidly drops down due to fast chemical
reactions near the shock wave front in this regime. Thus, we have demonstrated the
chemical reactions initiation and ignition zone stabilization in the cold flow by high-
voltage gas discharge.
An experimental study of the ignition and detonation initiation by two different kinds

of high-voltage pulsed gas discharge has been performed in two smooth detonation tubes.
The experiments were carried out at different pressures ranging from 0.15 to 1 bar in
various stoichiometric mixtures: C3H8 + 5O2 + xN2 (0≤x≤4), C3H8/C4H10 + 5O2 +
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xN2 (0≤x≤10), 0.5C6H14 + 4.5O2 + xN2 (0≤x≤3), and C3H8/C4H10 + air. In the
first setup distributed non-equilibrium nanosecond discharge was used for mixture ex-
citation and ignition. In the second setup localized microsecond spark discharge was
used. Electrical parameters of the discharge, ignition delay time, flame front and shock
wave velocities were measured in the experiments. Under the experimental conditions,
three modes of flame front propagation were observed: deflagration, transient detonation,
and Chapman-Jouguet detonation. Essentially higher efficiency of non-equilibrium high-
voltage nanosecond discharge as a detonation initiator has been shown: in the setup with
distributed non-equilibrium ignition, the length of the deflagration to detonation transi-
tion amounted to less than 1 tube diameter in C3H8 + 5O2 mixture at initial pressure
of 0.3 bar under initiation energy of 70 mJ. Under this kind of initiation, deflagration
to detonation transition was also observed at 3 calibers from the discharge chamber in
different C3H8/C4H10 + 5O2 + xN2 mixtures with N2 concentrations up to 38%. The
energy input in these cases did not exceed 3 J, the DDT time was less than 1 ms. In
the setup with initiation by localized microsecond discharge with stored electrical energy
of 14 J, a single spark discharge formed. It ignited the mixture efficiently, but the de-
flagration to detonation transition length and time increased significantly. Thus it can
be concluded that the simultaneous mixture ignition in a large number of discharge cells
using non-equilibrium mixture excitation together with Zeldovich’s gradient mechanism
leads to the rapid formation of a detonation wave.
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Chapter 2

The Study of the Discharges Used
for PAI/PAC

2.1 The review of discharges used for combustion and

ignition control

The ignition of fuel-oxygen and fuel-air mixtures is an important topic in fundamental
and applied combustion research. Using relatively simple fuels, we can understand the
exact mechanism of combustion initiation, while complex fuel blends more adequately
represent the potential end application. As for simple fuel-oxidizer mixtures, ignition de-
lays for autoignition in high-temperature regions were investigated for decades1–3 and can
be satisfactorily described numerically by using standard kinetics, such as, for example,
a GRI-Mech mechanism.4 The ignition delay is the time between start of the process, i.e.
heating or the mixing of gases, and the time of an abrupt increase in the temperature,
pressure, emission intensity and rate of chemical reactions. The ignition delay depends
upon the rate of the dissociation reaction, which is endothermic. The additional produc-
tion of atoms and radicals at the initial moment can significantly decrease the ignition
delay. Presently, various methods of acceleration of ignition are regarded.
A key issue of the ignition studies at strongly non-stationary conditions is the rela-

tionship of various mechanisms and processes at the stage of initiation. A relative role of
gas vibrational and electron level excitation, ionization and dissociation is being deeply
discussed.5,6

Laser methods have some disadvantages, mainly related to the impossibility of pro-
viding a high uniformity of ignition initiation in large combustible gas volumes. This is a
reason why researchers try to realize multi-point ignition.7 Different mechanisms, such as
laser induced thermal processes, photoprocesses, laser-induced spark development, and so
on,8 have to be considered to explain the observed dependence of ignition process upon the
system parameters. Experimental analysis has been performed for different wavelengths
and for different parameters of the system (gas mixture, pressure, etc.)8,9

A direct comparison of the ignition by three different lasers (ArF, KrF, Nd:YAG)
with electric spark was performed for a four-stroke single-cylinder typical high-pressure
combustion chamber.10 It was shown that at comparable total energy consumption (about
of 50 mJ), practically the same pressure profile is obtained for both laser and spark
ignition. At the same time, the ignition delay of the electric sparks was 4-6 ms longer
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than that involving laser sparks.
The spark ignition itself imposes essential restrictions on the system geometry. Spark

ignition was mainly investigated in connection with ignition in Otto engines. Detailed
2D modelling of hydrodynamics together with chemical kinetics11 and a comparison with
LIF measurements of OH radicals12 are available in this field.
Ignition by the direct injection of an arc discharge is interesting for hypersonic appli-

cations. The most typical geometrical configuration includes a turboblower with a special
system of fuel injection and a plasma torch system where one of the electrodes is a metallic
nozzle. In this case, ignition limits strongly depend on the system geometry, for example,
on the location of the plasma torch in relation to the fuel injectors, on the penetration
height of the plasma torch, which is in inverse proportion to flow velocity,13 etc.
In spite of the presence of different ignition methods, the problem of a fast and homoge-

neous ignition of a combustible mixture remains topical. In this paper, the homogeneous
ignition method is proposed, which is fast in comparison with the characteristic times of
combustion processes and gas dynamics. The method is based on the use of a nanosecond
high-voltage discharge in the form of a fast ionization wave (FIW) producing atoms, rad-
icals, and excited molecules. The fast ionization wave originates at very high – hundreds
of percent – overvoltage on the electrode system, that is the case where the voltage, at the
moment of the discharge initiation, significantly exceeds the threshold of the initiation
of a stationary glow discharge. From the point of view of the experiment, this means
a high rate of voltage rise – 1 kV/ns and higher. A typical pulse amplitude is tens -
hundreds of kV and a duration is 10− 100 ns. The most distinctive features of this type
of discharge are the high propagation velocity (109-1010 cm/s), the good reproducibility
of the discharge parameters, and the spatial homogeneity over a large gas volume. These
properties may be interesting for different applications, such as hypersonic combustion or
the ignition of lean mixtures. A review of our papers concerning the kinetic approach to
this discharge and a detailed description of the nanosecond technique of data registration
is given in.14

The high electric field in front and behind the FIW results in an effective gas ionization,
dissociation and excitation. At the same time the gas translation temperature does not
essentially change. The nonequilibrium energy distribution makes it possible to provide
a high efficiency of the FIW as an ignition initiator, at low power input. The discharge
produces relatively small amounts of active particles, such as O or H atoms. But even in
the case of a low dissociation degree (10−3 − 10−5) it dramatically influences the kinetics
in the high-temperature system.
This chapter discusses plasmas applied for plasma assisted ignition and combustion.

Special attention to experimental and theoretical analysis of some plasma parameters,
such as reduced electric field, electron density and energy branching for different gas dis-
charges, are given. Streamers, pulsed nanosecond discharges, dielectric barrier discharges,
radio frequency discharges, atmospheric pressure glow discharges are considered.
Considering the combustion/ignition problem we are dealing with chemistry at mod-

erate or high gas densities and temperatures typical for ignition and combustion, that
is about of 500 – 3000 K. Gas densities mostly important for combustion start from
1017 − 1018 cm−3, which corresponds to conditions of hypersonic flight and such densities
may be as high as 1021 cm3 at conditions of high pressure turbines or in automobile en-
gines. At ambient temperature this corresponds to a pressure range from a few Torr to
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tens of bar.
Spark discharge, widely used for ignition in technical systems, arises when high volt-

age is applied to a discharge gap which is typically about of mm in length. A spark
discharge develops as an arc, except for two stages, that is the initial short (1-10 ns at at-
mospherical pressure) breakdown stage and, possibly, the final stage (milliseconds) caused
by hydrodynamic extension of discharge volume that decreases the current.
Atmospheric pressure arc is a most typical and widely spread example of dense low-

temperature equilibrium plasma, supported by electric field.15 This kind of discharge is
characterized by sloping down volt-ampere characteristic (that is voltage decrease under
curent), relatively low voltage drop at the discharge gap (less than hundreds of A), high
currents (from parts of A to several kA depending on the impedances of the external
circuit), and, that is more important, high gas temperature in the arc (thousands of K).
Since this paper is not aimed at an analysis of thermally equilibrium plasma, we will
refer to only one of the latest reviews16 considering main peculiarities of arc plasma as
exampled by numerical modeling.
Actually, a spark discharge developing arc plasma is obtained when a rather long

high-voltage pulse is applied to a system of two metallic electrodes divided by a gas layer.
Remarkable change of the plasma parameters may be obtained under modifying either
the system of electrodes or the shape of high voltage.

2.1.1 Streamer discharge

We observe development of a streamer discharge when high voltage pulse having rather
steep front breaks at a time interval comparable with that necessary to cross the discharge
gap (a few ns for atmospheric pressure in a few mm, up to cm gap length). Actually, a
streamer discharge under atmospheric pressure is an initial stage of a spark breakdown.
The existence of two definitely spatially separated regions particularly characterize the
streamer. The regions are a streamer head, where high reduced electric field (hundreds of
Td) arise and a streamer channel with relatively low electric fields and high conductivity.
Formation of a streamer discharge occurs when the electric field in a streamer head is
comparable or exceeds the value of the external electric field in the gap (the so–called
Mike and Loeb criterion). Streamer velocity, reduced electric field in a streamer head,
electron density are defined by the processes in the streamer’s head, and the main role of
conductive channel is to maintain the head electric potential.
The main production of active species energetically efficient for combustion initiating,

which are mainly electronically excited atoms and molecules occurs in a streamer head;
this in confirmed by experimental control of the electric field and emission of electronically
excited states. Visually the development of a streamer discharge looks like threading of
thing filamentary channels between the electrodes, here the branching depends drastically
on the gas pressure within the discharge cell.
Sometimes, there appears some kind of misunderstanting in terms that from time to

time arises when describing gas discharges. “Filamentary” structures that are optically
observed not always mean that streamer plasma has been obtained. For example, when
microwave discharge is propagating under atmospheric pressure17 there is observed definite
filamentary spatial structure, that is likely to present thin hot channels of plasma close
to equilibrium. Though it is sometimes called “microwave streamers”, it does not seem
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Figure 2.1: Example of still (left) and streak (right) images of a streamer emission28.

to have anything in common with streamer.
A grate number of papers devoted to a streamer discharge describe the main peculiari-

ties of this phenomenon on the basis of either experimental investigations or mathematical
modeling. Nowdays a whole set of papers are considered classical. Here it is worth men-
tioning the papers by Galimberti and co-workers18,19 who proposed a model of numerical
description of cathode-directed streamer and analysed a possible impact of accumulating
vibrationally excited metastable N2 molecules on the streamer development; by Williams
and co-workers,20 who presented the calculations of the streamer in 2D geometry us-
ing flux–corrected transport techniques; by Kunhardt and co–workers,21 who discussed
avalanche–to–steamer transition as a first stage of the streamer development, differences
between cathode-directed and anode-directed streamers, the role of photoionization and
“run–away” electrons.
The authors of22 considered in detail the processes in streamer channel, particularly

they reported that the electron density in the channel is governed by an electron attach-
ment and electron–ion recombination and that the gas heating in streamer channel is not
larger than tens of K. The theory of streamer initiation and development was proposed
taking into account elementary processes, such as ionization, attachment, recombination,
electron diffusion, and photoionization.23

The authors of24 proposed 2D simulation model to describe the propagation of a nega-
tive (that is anode–directed) streamer in plane–to–plane geometry with spatial resolution
of ≤ 5 µm that can be applied to arbitrary shaped electrodes. Practically at the same
time a positive streamer in weak uniform electric field was calculated in 2D geometry.25

Calculations of this kind provided a possibility to relate such parameters of a streamer
channel as propagation velocity and channel radius to the parameters of the external
electric field and the voltage applied. At present the calculations of streamers are being
carried out for various gases, for different shapes of supplying voltage,26 for long (more
that 10 cm) discharge gaps.27

Streamer branching is extremely important for description of streamer development,
starting with several mm discharge gap. This feature has been extensively investigated
experimentally.28,29 Fig. 2.1 definitely depicts streamer branching in a few mm discharge
gap registered in air at atmospheric pressure. The emission corresponds to second positive
system of molecular nitrogen. The figure on the left presents an image taken by ICCD –
camera with a gate of 100 ns, whereas the one on the right gives a streak–image with a
duration of 50 ns.
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Figure 2.2: CCD photos of a plane-protrusion discharge in air using the semiconductor
switch. The applied voltage is (a) 9 kV, (b) and (c) 10kV,(d)(g) 12.5 kV and (h) 15 kV.
The optical gate is (a)-(e) 5 µs, and (f)-(h) 50 µs.29.

ICCD-images obtained with relatively long gates (5–50 µs, see Fig. 2.2) in fact present
an integrated picture of discharge development, especially taking into account that long
pulse durations (hundreds of ns) are used. This means that their physical interpretation
requires more detailed investigation using high temporal resolution. Nevertheless these
images provide a brilliant qualitative picture of streamer development in the gap of tens
mm.
The image in Fig. 2.3 is taken with high temporal resolution (camera gate is equal to

0.8 ns). It is clearly seen that the emission mainly corresponds to the streamers heads in
a streamer flash. This ones more testifies that high-energy electronic degrees of freedom
are predominantly excited in a streamer head.
Though there have been numerous attempts to describe streamer branching numer-

ically for a few years recently,30,31 there is still some doubt about whether these codes
describe real physical instabilities in the streamer front or the observed branching is caused
by specific features of the numerical schemes used.
Discharge modification with pressure was studied in.32 The authors reported that

the discharges at several atmospheres are widely used for triggering combustion in cars
and that their properties are not fully understood since the size and duration of the
discharges become very small at high pressures, which makes the experimental approach
more difficult. They investigated the discharge development at atmospheric pressure and
at 6 bars.
They kept constant Nt value (N is gas density, t is voltage rise time) to obtain sim-

ilarity in discharge development. Thus, the voltage raised up to 26 kV during 50 µs at
6 bar, whereas during 300 µs at 1 atm. Note that they observed a significantly lower
(by 6 kV) initiation voltage of the discharge under a steeper voltage, that is at 6 bar.
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Figure 2.3: Photograph of streamer heads of a point-wire discharge in air taken with
the ICCD with 0.8 ns gate. A pulse of 25 kV with a rise time of 20 ns is applied. The
photo is taken 31 ns after the start of the pulse. Discharge gap is 25 mm, plane–to–plane
geometry29.
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Figure 2.4: ICCD images of streamer in air at different pressures. Interelectrode gap is
30 mm, high voltage amplitude is 20 kV, and pulse duration is 25 ns. According to34.

Having analyzed the results, the authors concluded that the leader channel is formed and
thermally equilibrium plasma is produced. This seems questionable since the discharge
current remained rather small and did not exceed the values typical for streamers (tens
and hundreds of mA).
Another example of streamer modification with pressure is shown in.33,34 The authors

demonstrated that under decreasing pressure the streamers initiated by a voltage pulse
of 22 kV amplitude at high-voltage electrode and 20 ns duration stop branching and
propagate as a single channel, whereas the channel diameter increases under decreasing
pressure. Fig. 2.4 presents ICCD–images of a streamer emission at different pressures as
an illustration.
Investigations of streamers produced by 50 ns pulses with pulsed voltages 10 kV, at

pressures from 1 to 10 atm at ambient temperature, show35 that the streamer’s diameter
decreases, and the number of branches increase with pressure.
As a rule, experimental investigations of streamer discharge are restricted to controlling

electrical parameters, such as discharge current, voltage across the gap, and to measuring
emission. Emission control with high spatial and temporal resolution makes it possible
to determine the streamer’s optical diameter and the velocity of propagation.
The papers considering applications of standard measurement techniques to investigate

a changing object are of particular interest because such an approach facilitates study
of parametrical dependence of different variables. For instance, paper36 described the
study of streamer development in preliminary heated gas at constant pressure within the
temperature range from ambient to 450 K. It was demonstrated that the diameter of the
emitting region increased when density decreased (see Fig. 2.5). Variations of the electric
field required for propagation of a streamer in air and streamer propagation velocity were
also discussed.
As for plasmachemical applications, such as PAI/PAC, there are a limited number

of plasma parameters that are of vital interest. They are electric field value, electron
number density, densities of atoms, radicals, and excited species produced in plasma, gas
temperature. Regretfully, the experimental information here is rather limited. This is
justified by fast development of discharges (typical time scale being nanoseconds), spatial
inhomogeneity, as well as changeability of a streamer flash.
A detector based on Pockels effect was used to determine the electric field under

streamer–leader transition in air at atmospheric pressure.37 Time response of the detector
is determined by temporal resolution of opto–electronic converter, that insures applying
it even in picosecond time range. The detector can be relatively small (a few mm in
size), it is made of dielectric and that is why it causes weaker distortion than a conductor
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Figure 2.5: The effect of temperature on streamer propagation36. Numbers indicate the
number of superimposed shots: a) T=290 K and b) T=373 K. The applied electric field
was 500 kV m−1; with pulse voltage 4.25 kV and gap length 15 cm.
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Figure 2.6: Reduced electric field in the streamer head vs. the distance from the high–
voltage electrode for the interelectrode distance equal to 24 mm40.

in plasma. But when electric fields are high, polarization of dielectric leads to local field
increase in plasma, that increases the rate of ionization and distort the electric field around
the detector.
It is possible to control electric field in the streamer discharge using contactless tech-

niques, for example, controlling the ratio of emission intensities of first negative and second
positive systems of molecular nitrogen. Such technique is discussed in.38,39 Typical values
of the electric field in streamer head reach hundreds of Td. Fig. 2.640 illustrates electric
field behaviour in a streamer flash initiated by a high voltage pulse about 20 kV in am-
plitude (at the high-voltage electrode) and 25 ns duration at repetitive frequency about
1 kHz. The emission was extracted by a narrow slit diaphragm perpendicular to the gap
axis. This means that the data are spatially averaged, nevertheless, due to relatively
short duration of a high-voltage pulse (75 ns at halfheight), they give a reasonable value
of electric field in the streamer head at propagating a slightly branching streamer flash.
This paper also contains linear densities of excited species measured by absolute

emission spectroscopy. In particular, when we assume the streamer’s diameter to be
1 mm, the density value of the excited nitrogen will be 1012 cm−3 at the given value of
[N2(C

3Πu)]≈ 10
10 cm−1 linear density.

Paper41 can be regarded as one among few examples of direct measurements of radical
density. The authors reported measurements of of hydroxyl radicals generated by a pulsed
corona discharge by laser-induced fluorescence (LIF). The discharge with 35 kV voltage
and 100 ns pulse current was initiated between needle and plate electrodes in H2O:O2:N2

mixtures at atmospheric pressure. The OH density is estimated to be about 7 · 1014 cm−3

in H2O(2.4%):N2 mixture 10 µs after the discharge. Unfortunately, the measurements
refer to OH control only in late afterglow of the discharge that hinders analysis of dis-
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Figure 2.7: (a) Distribution of OH radicals at 5 µs observed by the two–dimensional LIF
and (b) spontaneous emission of a positive discharge in H2O(2.4%):N2 mixture

41. Each
image is obtained at a different discharge pulse. The white line represents the needle
electrode. Discharge gap is 16 mm.

charge kinetics. On the contrary, spatially resolved absolute measurements of OH density
(Fig. 2.7) can be considered as undoubted advantages. The same authors investigated
NO production in a similar pulsed discharge in N2:O2:Ar gas mixture.

42

Thus, it is known that the streamer discharge is a nonequilibrium low temperature
plasma with relatively high electric fields in the streamer’s head and low fields in the
channel. At moderate pressures and when voltage amplitude ranges from units to tens
of kV across the discharge gap of a few cm the streamer is developing without branching
under condition when the voltage rise is quite fast and the pulse is short to prevent
propagation of secondary streamers. The streamer’s diameter decreases and branching
becomes more pronounced with pressure growing. At present 2D streamer codes are
well developed and they support modeling of streamer propagation at gaps up to 10 cm.
Nevertheless, the problem of a relative importance of elementary processes responsible for
initiation and development of the streamer under different experimental conditions is still
being discussed and clarified. Production of electronically excited states able to dissociate
mainly occurs in the streamer’s head, though some researchers do not deny a possible
role of superelastic collisions in the streamer’s channel causing additional dissociation at
interaction of relatively low energy excited states.

2.1.2 Dielectric barrier discharge

A discharge that occurs in electrode system under condition when at least one electrode
is covered by dielectric is called a dielectric barrier discharge (DBD).43 Sometimes it is
referred to as either a silent discharge, since it operates noiselessly,44 or corona discharge
with dielectric45 according to physics of process. In case of a pulsed power supply with
a short nanosecond rise time and pulse duration of tens-hundreds of nanoseconds the
dielectric barrier restricts the current and hinders transition of the discharge to the arc
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Figure 2.8: Short-time-exposure photographs of a filamentary DBD (anode, top; cath-
ode, bottom) from a single voltage pulse (800 ns exposure time, N2, 3 l/ min, 1 atm,
interelectrode distance 1.7 mm, repetition rate 2000 Hz51.

form.
In the first place let us turn to a traditional scheme of barrier discharge and discuss

some historical points. The barrier discharge has been extensively investigated for nearly
50 years since it is widely used for ozone generation. Until today the process of ozone
production by DBD has been studied in detail and has been widely applied in industry.
There are papers, for example,,46,47 that have presented quite exhaustive reviews on ozone
synthesis in DBD.
Investigations of electric characteristics of barrier discharge provided determining the

main regularities of its development. As a rule, a discharge is generated in either a plane-
to-plane or coaxial geometry where one or both electrodes are covered with dielectric.
The gap between the electrodes is rather small and is not higher than a few mm. The
gas is flowing relatively slow through the system and the electrodes can be additionally
cooled. A few kV peak-to peak sinusoidal high voltage is applied to the electrodes. At
this the discharge is initiated twice a period.
The detailed investigation of the discharge structure48–49 has demonstrated that the

breakdown occurs under certain voltage demonstrating filamentary microdischarge struc-
ture. Typical diameter of a microdischarge is a few mm.50 The above mentioned means
that the development of DBD physically resembles an incomplete streamer breakdown.
Fig. 2.8 (51) presents a typical image of DBD. The reactor used was of knife-to-plate
geometry with the length of a knife electrode of 2.5 cm and with the gap distance of 1.7
mm. The grounded plate electrode was covered by a 1 mm thick quartz plate. The image
was taken for flowing dry nitrogen (flow speed of 3 l/min) at atmospheric pressure.
When sinusoidal voltage applied to a gap the current pulses are not longer than tens

of nanoseconds and in this case their duration is limited by dielectric layer charging.
Fig. 2.9 a (52) demonstrates typical current and voltage oscillograms in the barrier dis-
charge in air under atmospheric pressure, whereas Fig. 2.9 b,c present a temporally re-
solved current pulse of a separate microdischarge and current pulse of a series of microdis-
charge, respectively. The sinusoidal curve presented in Fig. 2.9 a denotes the voltage shape
across the gap with peak-to-peak applied voltage being 13.2 kV. Note that the distance
between electrodes varied from 0.5 to 1 mm in these experiments.
It should be mentioned that spatially resolved kinetic measurements of active species

in DBD are rather complicated because of sharp spatial inhomogeneity and short inter-
electrode distance. Nevertheless, due to general repeatability of the picture, these mea-
surements are still much easier than these in “classical” streamer discharge. This seems to
be the reason why greater number of experimental papers are devoted to measurements
of electric field, temperature and particles density.
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Figure 2.9: (a) Voltage and instantaneous current, (b) single current pulse and (c) series
of current pulses, typical for DBD–discharge52.

Detailed investigation of the electric field and electron density at a separate microdis-
charge has been performed in.53 The authors designed a discharge cell (Fig. 2.10 a) so
that the discharge consisted of a single and well reproduced microdischarge. Basing on
measurements of emission of the second positive and the first negative systems of molec-
ular nitrogen, the authors obtained the values of the electric field in the microdischarge.
It is perfectly seen from Fig. 2.10 b that under the microdischarge propagation the field’s
maximum reaches a few hundreds of Td that is close to the value of the electric field in
the streamer’s head.
A certain number of charged, excited and dissociated species is produced in the mi-

crodischarge when DBD develops in the discharge gap. Papers54–55 presents calculations
of gas composition after DBD development on the basis of experimental data on electrical
parameters in the system.
A more recent paper56 gives the results of measurements and detailed calculations of

ozone and nitric oxides in DBD discharge in flowing O2/NOx and N2/O2/NOx mixtures at
typical admixtures of NOx up to 2000 ppm. They demonstrate that the gas temperature
in the discharge does not exceed 440 K, and that the typical O3 densities are within
104 ppm that means that they obtained up to 1% of O3 which is typical for DBD–type
ozonizers.47

Direct measurements of dissociated particles in DBD microdischarge are of partic-
ular interest. So, in57 space and time resolved relative atomic density distributions of
nitrogen were measured for the first time at a single filament within a dielectric barrier
discharge (DBD) reactor with submillimetre radial dimensions. Two photon absorption
laser induced fluorescence (TALIF) spectroscopy using radiation at λ = 206.7 nm was
used for N–atoms mapping. Specially designed multi–pin reactor was taken to carry out

24



Figure 2.10: (a) Electrode arrangement with the indicated range of axial scanning and a
typical example of the oscillograms of voltage and current; (b) Determined distributions
of electric field and electron density. The positions of the tips of the electrodes indicated
by the arrows on the left53.

2D TALIF measurements moving the discharge cell relative to a laser beam. The authors
used high voltage, rising in 90 ns to 15 kV, and the voltage pulse duration was about
of 200 ns at half–height. N–atom image from57 is reproduced in Fig 2.11. The authors
performed numerical modeling that made it possible to compare spatial distribution of
nitrogen atoms with the data obtained experimentally. Absolute calculated density val-
ues of N-atoms are (4 − 6) · 1014 cm−3 for conditions similar to those in the experiment
demonstrating analogous spatial distribution.
Paper58 presents the results of TALIF-control (zero–dimensional but time–resolved)

of relative densities of atomic oxygen in DBD initiated in point-to-plane geometry in
nitrogen-oxygen mixtures under various humidities (from 0 to 2.4%). It was demonstrated
that the decay of O-atoms density occurs with different rates on the scale of tens of µs
when the production of atomic oxygen is the same and O-densities are equal in the early
afterglow (less than 1 µs). Possible chemical reactions causing O-atoms decay at different
humidity are discussed.
The gas temperature at the exit of a discharge cell significantly depends on the system

itself since when the interelectrode distance is short (units of mm), the heat removal
through the electrodes is important. As a rule, gas temperature in a discharge zone is
measured using spectroscopy techniques.
The authors of59 measured the rotational temperature of the emission of molecular

nitrogen ions in order to obtain the gas temperature in the microdischarge areas and
in the ambient gas of dielectric barrier discharges in helium/nitrogen mixtures. DBD
discharge was initiated by sinusoidal voltage of 19.7 kHz frequency and peak-to-peak
amplitude 3500 V. There the current pulses were much longer than the value obtained
in filamentary discharges, which typical value is ≈ 10 ns and were comparable with
the pulses at atmospheric pressure glow discharges (APGD) in pure helium (about of
1 µs). The authors did not observe a single current pulse, that is typical for uniform
APGDs, but a series of pulses. They calculated the rotational spectra of the transition
N+
2 (B

2Σ+u → X2Σ+g ) using a known reaction scheme for discharges in helium/nitrogen
mixtures. The scheme included direct ionization of nitrogen by an electron impact and
Penning ionization. As a result, they obtained 400–600 K for a microdischarge region and
300± 10 K for ambient gas temperature within the discharge cell.
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Figure 2.11: Density distribution of atomic nitrogen in a DBD at 950 mbar, contain-
ing 90% N2 and 10% O2; 8 kV voltage; positive dielectric (DE+); 2 µs after discharge
initiation. Light colours correspond to low densities, dark colours to high densities57.

The bulk gas temperature in 30% N2:70% Ar mixture in short–pulsed (< 15 ns)
DBD was reported in.60 The temperature was determined using time-resolved diode-
laser absorption of metastable Ar 4s’ [ 1

2
]o and the rotationally resolved N+

2 1st negative
and N2 2nd positive systems emission. The gas temperature, derived from the nitrogen
emission spectra, was determined from contour analysis of individual vibrational bands,
while the temperature under the same conditions was taken from the Doppler width of
the metastable Ar absorption spectrum. The gas temperature measured for a low average
power DBD at pressures of 10, 30, and 100 Torr and pulse repetition rates of 0.5–30 kHz
was found to be 350–400 K and did not vary with pulse repetition rate.
Coherent anti–Stokes Raman scattering (CARS) measurements of gas temperature61

in DBD with different shapes of electrodes in N2:O2:NO mixtures under pressure of 20
and 98 Pa, bipolar high–voltage pulses of 10 kV at a pulse repetition rate of 1 and 2 kHz
gave the following values: rotational (gas) temperatures about room temperature and
vibrational temperatures of about 800 K at atmospheric pressure and 1400 K at pressure
of 20 kPa.
It is interesting to note that as far back as in the 70th of the last century there were

scientists who pointed out at increasing of plasmachemical efficiency of DBD under replac-
ing commercial frequency sinusoidal power supply by pulsed nanosecond voltage. Thus,
it was demonstrated that using of pulsed nanosecond power supply provides increasing
efficiency of ozone synthesis in oxygen from 90 to 130 g/(kWt·h).62 Similar results were
reported in,51 where the authors applied low repetition frequency, high–voltage unipolar
square pulses with amplitude up to 15 kV, rise and fall times less than 20 ns to drive
DBD. According to their experiments, this excitation method of DBDs improves the en-
ergy efficiency for ozone synthesis to 8–9 eV per ozone molecule, that is 30% improvement
compared with common sinusoidal excitation.
These authors also studied transformation of the discharge into a homogeneous form
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under pressure decrease. The experiments were conducted in air at 40 Torr pressure and
4 cm interelectrode distance.
For last 10-20 years the theoretical and experimental investigations of DBDs have been

mainly guided by their applications to surface treatment and plasma chemistry including,
for example, ozone production and gas cleaning.
Paper63 gives a detailed review of recent work carried out on the numerical modelling

of non-thermal gas discharge plasmas in air at atmospheric pressure. The authors de-
scribed the theory of discharge development for dielectric barrier discharges, techniques
and approaches to numerical modelling of low–temperature plasma at atmospheric pres-
sures, including streamers at different electrode configurations (point–to–plane, plane–to–
plane) and interelectrode gaps (from mm to units of cm). The importance of the authors’
approach is in their underlining the general physical nature of the streamers and DBD
microdischares when they are propagating though the interelectrode gap.
So, the dielectric barrier discharge is a streamer discharge in which the current is

restricted by charging of the dielectric layer. In this type of discharge the typical gas
temperature is close to ambient temperature, the electric fields that are not higher than
hundreds of Td are close to the fields in the streamer, and densities of dissociated and
excited species are within the range of 1012 − 1014 cm−3, according to different papers.
Note that the electron density has not yet been measured experimentally either in the
streamer or in DBD, whereas typical results of numerical calculations have produced the
value of about 1012 cm−3 for streamers in air under atmospheric pressure.

2.1.3 Atmospheric pressure glow discharge

Ironically enough, two types of discharge investigated at principally different electrode
configurations and different power supply by different groups of researches, have been
given the same name. Fortunately, this name represents the physical nature of these
discharges quite well.
The fist one was obtained at sinusoidal power supply and in the configuration of

electrode system similar to that of DBD. In 1988 the authors of64 observed a stable
glow plasma at atmospheric pressure conducting experiments of plasma treatment. They
changed the structure of electrodes, the kind of dilute gas, and the frequency of power.
On the basis of their experiments they proposed the following requirements for a stable
glow discharge in DBD system: (i) helium is to be used as dilute gas; (ii) an insulating
plate is to be set on the lower electrode plate; (iii) the brush–style electrode is to be
used for the upper high–voltage electrode (in their experiments it consisted of 25 fine
wires of stainless steel or tungsten); (iv) the continuous stable discharge is to be created
by using high frequency power supply. The authors used radio frequency (RF) power
supply with 3000 Hz frequency, while they failed to obtain a stable discharge at frequency
of 50 Hz. On the basis of visual direct observation (“transform to arc” or “dark blue,
stable”) and of the peculiarities of surface treatment for polyethylene terephtalate (PET)
film by O2:CF4:He mixture they discussed the difference between arc and glow discharge
regimes.
Still another paper65 reported the experiments on atmospheric pressure glow discharge

(APGD) in plane–to-plane electrodes geometry that is more typical for dielectric barrier
discharges. The authors pointed out that the atmospheric pressure glow discharge had
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Figure 2.12: Typical 10 ns exposure time photographs of a 4 mm gas gap during (a) an
APGD (V = 11 kV) and (b) a filamentary discharge (V =14 kV)68.

been observed as far back as in the 30th of the last century but in the system of cooled
metal electrodes without dielectric barrier and in ambient air. They also noted that
development of spatially uniform APGD is accompanied by a single long current pulse
in voltage half-period. The current amplitude was about of 10 mA. They concluded that
the transition time from glow discharge to arc is extended by adding He gas.
Paper66 reported a possibility to sustain spatially homogeneous APGD in plane-to-

plane electrode geometry under commercial (50 Hz) frequency of power supply for various
gases (air, argon, oxygen and nitrogen). The authors stated that APGD stabilization can
be achieved by limiting the current through a separate element of the electrode and
proposed to use specially designed wire mesh electrode system. They concluded that
referring to paper67 which presented current transformation under discharge development
from dark Townsend to arc discharge. The authors of66 also noted that a single current
pulse in voltage half-period corresponded to APGD whereas some irregular number of
pulses (typically units-tens) corresponded to filamentary DBD.
Fig. 2.12 given in paper68 demonstrates the difference between the views of APGD

(upper image) and filamentary DBD (lower image). The images were obtained by ICCD-
camera at 10 ns gate.
The following 20 years yielded productive results of extensive research of APGD in

configuration similar to DBD configuration. They were proposed complex kinetic models
explaining suppression of filamentarisation and transition to the uniform discharge due to
accumulation of metastable particles (see, for example,68). Electrical and spectroscopical
parameters of APGD in plane-to-plane geometry at interelectrode distances up to 1 cm
were studied in detail.69 As a rule, experimental studies are accompanied by numerical
modeling70 regarding detailed kinetics including electronically excited particles.71 A great
number of papers consider treatment of different films (organosilicon polymer films,72

polypropylene73) by APGD DBD plasma, since using of spatially homogeneous discharge
at 1 atm is profitable and technically reliable. The latest conference “Gas Discharges and
their Applications” (Toulouse, 5–10 September 200474) highlighted continuous interest to
physics of APGD DBD. It is clearly seen from the papers presented for section “Barrier
discharges” where 9 of 23 presentations were devoted to atmospheric pressure glow DBD.
The second type of discharge under the same name, as mentioned above, was obtained

at DC power supply while cooling the electrodes. In this case gas temperature is much
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Figure 2.13: DC glow discharge in air (1.4 kV/cm, 200 mA). Interelectrode distance is
3.5 cm79.

higher than in APGD DBD and reaches thousands of K, but still it is much lower than
electron temperature, that is the plasma obtained is essentially nonequilibrium. The
introduction to paper75 contains a brief but physically explicit review evaluating papers
concerning investigations of APGD with different power supply including both pioneering
studies of the 30–th76 and the recent papers.77

Papers78,79 described DC APGD in nitrogen stabilized by water cooling and gas flow
through the discharge cell. The discharge was formed between a pair of platinum pins
(separation 0.85 cm) that were vertically mounted on watercooled stainless-steel tubes.
Nitrogen passed through the discharge region with a velocity of 20 cm/s. The authors
reported electron temperature for obtained plasma being about of Te ∼ 10000 K and gas
temperature Tg ∼ 2000− 4000 K. A typical view of a APGD discharge in air for a 3.5 cm
discharge gap is presented in Fig. 2.13.
Spatial profiles of N+

2 concentration were measured in an atmospheric pressure nitro-
gen glow discharge by cavity ring–down spectroscopy (CRDS).78 At discharge currents
about of 100 mA, they reported the radial profiles with radial–half–maximum of about
1 mm. Using a collisional–radiative model they related ion concentrations to electron
number densities, and demonstrated a good agreement with spatially integrated electrical
measurements. Electron density was within 4 · 1011 − 2 · 1012 cm−3 at discharge currents
in a range of 50–190 A. It is worth noting that the density significantly exceeds (it is 5
times greater at high and tens of thousands times greater at low currents) that obtained
using local thermal equilibrium (LTE) approach.78

Several optical techniques were presented in79 to measure temperature and charged
species concentrations in air and nitrogen plasmas. These techniques were applied to
both equilibrium and nonequilibrium air or nitrogen plasmas over a wide range of con-
ditions with submillimetre spatial resolution and sub-microsecond temporal resolution.
Two kinds of equilibrium plasma (a 50 kW inductively coupled plasma torch flowing at
a velocity of 10 m/s and recombining air or nitrogen plasma flowing at a velocity about
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Table 2.1: Measured and estimated discharge parameters in APG discharge in air at 0.4
and 10 mA discharge currents. Data are taken from75

Parameter Current is 0.4 mA Current is 10 mA
Electrode spacing, mm 0.05 0.5
Discharge voltage, V 340 380
Discharge power, W 0.136 3.8
Translational temperature, K 700 1550
Vibrational temperature, K 5000 4500
E/N in positive column, V cm2 4.8 · 10−16 3 · 10−16

ne in negative glow, cm
−3 3 · 1013 7.2 · 1012

ne in positive column, cm
−3 — 1.3 · 1014

of 1 km/s through a water–cooled test section) were tested and compared with experi-
ments in a glow discharge generated by a DC electric field in atmospheric pressure air.
The gas temperature was controlled using medium–resolution emission spectroscopy of
the rotational line structure of selected OH, NO, N2, and N

+
2 vibrational bands. Electron

densities above approximately 5 · 1013 cm−3 were derived from the Stark–broadened Hβ

lineshape. The concentration of ions was measured by CRDS. Assuming charge neutrality
and knowing the ion chemistry, the concentration of N+

2 ions was related to the concen-
tration of electrons. The authors reported rotational temperatures equal to 4850± 100 K
for recombining plasma and 2200± 50 K for APGD, while the electron density comprised
1015 cm−3 for plasma torch and 1012 cm−3 for APGD.
Paper75 analyses in detail DC APGD plasma on the basis of the analogy between

APGD and Townsend glow discharge at low pressures. The authors presented a wide
picture of the discharge development in air, hydrogen, helium and argon. They analysed
rotational and vibrational temperature using registration of emission of the second posi-
tive system of molecular nitrogen. They distinguished the APG discharge zones similar to
those in the glow discharge both observing them visually (taking photos) and measuring
volt-ampere characteristics. The electric field was determined using electrical and spec-
troscopic experimental data. The electron density was derived from the current. Table 2.1
displays some parameters obtained by the authors. The authors underlined that while
comparing of APGD and “common” glow discharge their parameters are to be recalcu-
lated not into units of pressure but into units of density. In this case one accounts for
changes of density under heating. The measurements are produced as if at “effective pres-
sure” being equal to Peff = PTn/T , where P is the pressure in Torr, Tn is the normal gas
temperature (293 K) and T is the actual gas temperature. For example, a reduced electric
field for low pressure glow discharges lies typically in the range of 10 − 30 V/(cm·Torr).
Using an “effective pressure” Peff , the electric fields at 760 Torr and 1500 K should be in
the range of 1.5 − 4.5 kV/cm. These values are in good agreement with those obtained
for APGD in.75

Analysing the data presented in Table 2.1, one can conclude that, first, the scattering
of ne values may be quite significant and, second, the electric field value ((3−5) ·10

−16 V·
cm2 = 30–50 Td) is an order of magnitude lower that that in a streamer head and mainly
corresponds to excitation of vibrational degrees of freedom.
The authors75 concluded that typical features of APGD development in helium, hy-
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Figure 2.14: Image of the glow discharge in atmospheric pressure hydrogen. Positive col-
umn and negative glow are visible; standing striations are visible in the positive column75.

drogen and argon resemble to those of glow discharge at low pressures. Thus, (i) each
gas has distinct discharge colours and spectral lines corresponding to the species; (ii)
in helium the scale of the discharge in every dimension is larger than that for a similar
current discharge in air; (iii) in hydrogen the primary column has standing striations
under some conditions. An example of APGD in atmospheric pressure hydrogen is given
in Fig. 2.14. The regions typical for “common” glow discharges (negative glow, Faraday
dark space, and positive column) are clearly seen. As a result, the authors postulated that
DC APGD: (a) is a normal glow discharge, (b) is thermally stabilized by its size, that is
the electron density is controlled by particle diffusion out of the discharge, namely due to
its small radius, (c) leads to relatively low electric fields, that means that the discharge
can maintain a high degree of vibrational-translational nonequilibrium.
Thus, APGD is a general name for discharges supporting nonequilibrium plasma at

atmospheric pressure, while physical properties of plasma may vary within a wide range
of parameters, starting with a plasma close to a streamer type for APGD dielectric barrier
discharges to a plasma similar to that of a glow discharge for direct current APGD.

2.1.4 Pulsed nanosecond discharges

As noted above, there can be two kinds of discharge when a high voltage short duration
pulse is applied to a gas at atmospheric pressure and ambient temperature. Such a
discharge is either a nonequilibrium streamer discharge at short pulse duration (units and
tens of ns), or an equilibrium pulsed arc at longer pulses (tens and hundreds of ns). These
two kinds are principally nonuniform spatially.
Initiation of the discharge with an abrupt slope of voltage (about of 1 kV/ns) at

slightly moderated gas densities is of great interest. Modern high voltage generators
(pulse amplitudes of tens and hundreds kV, voltage rise time of units and tens ns, pulse
duration of tens and hundreds ns and repetitive frequency up to tens kHz) make it possible
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Figure 2.15: Regions of breakdown development per different mechanisms depending upon
overvoltage in air14.

to create a spatially uniform discharge up to gas densities of (6 − 8) · 1018 cm3,80 that
corresponds to either temperature about 1000 K and pressure 1 atm, or temperature
about 600 K and pressure 0.6 atm. These parameters are particularly important for the
problem of fast ignition of combustible mixtures. The discharge can be produced within
a big gas volume, reaching, at least, dm3.
It is known that when the voltage on a discharge gap is increasing fast, a gas can sustain

the voltage exceeding stationary breakdown value.81 Actually, under these conditions
overvoltage K = U/Ubr (Ubr is breakdown voltage) as well as pd parameter (p is gas
pressure and d is interelectrode distance) define the breakdown mechanism. In case when
the overvoltage is about tens of percent, the breakdown is transforming from uniform
glow Townsend into a streamer breakdown. On the other hand, when the overvoltage
reaches hundreds of percent and more, the breakdown again acquires spatial uniformity.
But physical reasons are absolutely different since a part of electrons gains high energy
in the breakdown front and transmits to the so called “run-away” regime. They are the
electrons that provide uniform preionization in the breakdown front. Here the breakdown
is developing from the high-voltage electrode to low-voltage electrode with typical velocity
of 109-1010 cm/s. Book81 gives the curve dividing the regions where either a Townsend or
streamer breakdown develops.82 This curve is reproduced in Fig.2.15, that also presents
the limit for the “run-away” regime of electrons marked by a horizontal line. This can be
estimated as a criterion to initiate a uniform discharge.
Pulsed uniform nanosecond gas discharge was first observed more than 100 years ago.

It was in 1893 when J.J.Thomson discovered83 that the luminosity wave is propagating
along a glass tube (15 m in length and 5 mm in diameter) with a velocity equal, at least,
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half-velocity of light in vacuum. Since that time a burst of interest to the subject was
observed every other 20-30 years that can be associated with advances in nanosecond
technique, both registration and short pulse generation. The paper84 reviewed investi-
gations performed from 1970-s to 1990-s discussing the role of “run-away” electrons at
breakdown of short overvoltaged gaps. The criterion of transition to “run-away” regime
was derived and it was confirmed that “run-away” electrons are important for this kind
of breakdown. Following consideration of the problem may be found in the book.85

Studies of nanosecond gas breakdown in long tubes carried out in 1980s — 1990s were
reviewed in.86 The review gave a thorough description of integral electric parameters,
such as amplitude and shape of high-voltage pulse, velocity of breakdown front, signal
attenuation under discharge propagation along the gap, current including current of fast
electrons, delay time of breakdown start, energy input. This type of discharge is assumed
to be promising for plasmachemical applications due to efficient gas excitation and ion-
ization caused by high electric fields. This is the review that proposed the name for this
type of discharge which is now generally used as “fast ionization wave”.
Review14 summarised investigations of detailed spatial and temporal structure of high

voltage pulsed nanosecond discharge in the form of a fast ionization wave for the last
decade of the previous century. The behaviour of electric field, electron and excited state
concentrations were analyzed on the basis of experimental data. The analysis based on
absolute time-resolved measurements of emission of two molecular bands showed that
in the vicinity of the breakdown front the electron energy distribution function (EEDF)
should be substantially overpopulated with high–energy electrons. At the same time the
conditions when nonstationary and nonlocal nature of EEDF may be neglected can be
reached behind the fast ionization wave front. Energy branching in the discharge was
analyzed. Possibilities of application of the fast ionization wave as a source of uniform
pulsed plasma were suggested and justified.
Let us give a short summary of the present day idea of a homogeneous nanosecond

discharge developing in air at moderate densities (up to 0.3-0.4 of density under standard
conditions). The discharge is developing from the high-voltage to low-voltage electrode
when a high voltage is applied to a discharge gap. The displacement current closes the
electric circuit during the discharge propagation along the discharge gap, while the conduc-
tive current closes the circuit after the discharge reaches the low-voltage electrode. Spatial
uniformity of nanosecond discharge has been proved by numerous imaging with the help
of fast CCD cameras. Fig. 2.16 gives an example of a picture of fast ionization wave
development in air obtained by the ICCD camera (,87 by the courtesy of Dr.N.B.Anikin).
The discharge was initiated by high voltage positive polarity pulses, where pulse am-
plitude in cable was 11 kV, duration at half–height was 25 ns, rise time was 5 ns, and
repetitive frequency was 40 Hz. The discharge tube diameter was 5 cm, and the distance
between the electrodes was 20 cm. Since the spectral sensitivity of the optical system was
within 300-800 nm range, emission of the second positive system of molecular nitrogen
mostly contributed to the emission. Due to a short radiative lifetime this system reflects
adequately discharge spatial development during short intervals. Some maxima are mani-
fested near the electrodes, while on the whole, the discharge is developing uniformly. The
velocity of front propagation may be estimated as 2.5 cm/ns that is clearly seen from a
succession of images.
The dependence between the velocity of nanosecond discharge and gas pressure, or,
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Figure 2.16: Subsequent ICCD images of nanosecond discharge in air. ICCD gate is equal
to 1 ns, time moments from the discharge start are indicated87. High voltage electrode is
on the left hand side.

more physically, gas density, is the one that is mostly often under control during the
experiment. Usually it is dome-shaped. It might be noted that a nanosecond discharge
can be initiated in different gases, both atomic and molecular, including electronegative
ones (for example, SF6). When all the experimental conditions are kept constant and the
high voltage amplitude increases, the dependence of the discharge velocity upon pressure
shifts towards more higher gas densities. In case we maintain the constant high voltage
pulse amplitude and increase the gas density, the discharge will be transformed into a
non-homogeneous streamer form.88 On the other hand, there are some evidences that
such type of the discharge can be spatially uniform under atmospheric gas density.89 The
energy input may be as high as 80–95% from the incident pulse.90 At the closing stage,
the discharge current is rather high an reaches hundreds of A.
The methods of electric field determination were treated in detail in.91–93 They were

based on the measurements of an electrical potential along the discharge gap or on the
control of emission of different molecular bands. The peak of high reduced fields (up to
several kTd) is not longer than 2-3 ns in duration. Then the field rapidly decreases to the
value of hundreds of Td. It is this narrow peak of high electric fields that is responsible for
uniform discharge development in space. High electric fields cause production of electrons
with high energies that pre–ionize the gas in the vicinity of the front. The bulk of the
required electron concentration and population of upper electronic levels take place behind
the FIW front in residual fields. These residual fields are comparable with the fields in a
streamer head.
Electron density determined in the drift approximation91 on the basis of data on charge

and field dynamics gave the values of ∼ 1012 cm−3. Fig. 2.17 (,14 according to the data
taken from91,92) displays typical temporal behaviour of the electric field, electron density
and concentration of the electronically excited states.
Energy contributed to the plasma is mainly consumed for excitation of electronic states

and the energy balance is shifted towards the high energy level states, including excited
states of ions. Fig. 2.18 displays energy branching in air, oxygen and nitrogen under
the action of pulsed nanosecond discharge with parameters close to those mentioned in
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Figure 2.17: Temporal evolution of electric field, N2(C
3Πu, v

′=0) and N+
2 (B

2Σ+u , v
′=0)

level densities and electron concentration in nitrogen at a distance 20 cm from the high-
voltage electrode. Electric field represented with a solid line is determined from the
electrical measurements; represented by symbols – from the spectroscopy. Nitrogen, P =
4 Torr, U = −15.5 kV14.

Fig. 2.16. The calculations were made using experimental data on electric field distribution
in the framework of two-term approximation of Boltzmann equation for electron energy
distribution function. This assumption is valid behind the front of the discharge, when the
discharge gap is bridged and there is no sharp gradients of the electric field are absent.94

It is clearly seen that under all pressures and all gases the main part of energy is spent
on exciting of electronically excited states, that is rather typical for electric field values
of hundreds of Td.
Thus, on the one hand, a nanosecond discharge in the form of fast ionization wave is

quite interesting for the problem of plasma assisted ignition/combustion, since it: (i) is
developing during the times significantly shorter than those typical for ignition, that is
control of the discharge and combustion kinetics can be easily separated in time; (ii) is
producing a spatially uniform plasma, that is the task can be reduced to 0D geometry;
(iii) is generally exciting high-energy levels of molecules causing dissociation at minimal
gas heating.
On the other hand, gas density (pressure) limits applications of this discharge at fixed

high voltage pulse amplitude. Pressure increase requires either rising amplitude of high
voltage pulse that is not always simple technically or designing some special multielectrode
systems to initiate discharge quasi-uniformly.

2.1.5 Other discharges

The scope of the report doesn’t provide us a chance to consider other types of discharges
in detail. Here we will only briefly name the discharges ever used to either initiate or
sustain combustion and we will refer to the papers describing corresponding plasmas.
The authors of95 in their experiments used radio frequency (RF) discharge to induce

combustion of a gas flow at stagnation pressure within the range of 30 Torr to 0.5 atm
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Figure 2.18: Fraction of energy contribution per pulse into inner degrees of freedom for
various gases: (a) air (curves 1-4 correspond to N2; 5 and 6 to O2); (b) nitrogen; (c)
hydrogen. Numbers designate: 1 and 5, ionization; 2 and 6, excitation of electronic
terms; 3, dissociation; 4, excitation of vibration levels; 7, excitation of rotation levels94.

and gas flows up to 70 m/s.
Frequency range within 1− 100 MHz is commonly used to initiate RF–discharge. RF-

discharges are divided into two types depending on the way of their excitation: the may
be either inductively or capacitively coupled. When a gas is placed into an inductive
coil where an RF-current is initiated then the lines of electric field are closed and the
field itself is a vortex electric field. Capacitively coupled discharge means that a gas is
placed between the electrodes, the electric field lines connect the electrodes, and the field
itself is potential. The book96 describes the physics of capacitively coupled RF-discharge,
the main processes responsible for discharge development. The book points out that the
RF-discharge is mainly applied to excite CO2 – lasers (pressure range is 1 − 100 Torr)
and for surface treatment (pressure range 10−3 − 1 Torr).
We will confine ourselves to consideration of higher pressures, where the discharge

can be uniform under heat removal either trough the electrodes or by gas flow through
the discharge cell. When no stabilization by heat exchange is reached the discharge is
contracted converging into a bright channel between the electrodes. The visible diameter
of the channel is different for different gases. The near-electrode region remains diffusively
uniform in case of molecular gases (N2, CO2, O2) and filamenterizes in case of atomic gases
(Ar, Xe).
In both cases, uniform and contracted, the electron temperature is a few eV, while

the other parameters vary greatly. In case of a contracted discharge, gas temperature
reaches 3000-4000 K, dissociation degree is 90-95%. Electron temperature is significantly
(by one or two orders of magnitude) higher, whereas electric field is lower than in case of
uniform RF-discharge. The contracted RF-discharge in its parameters is similar to the
arc. Note that an RF torch initiated by powerful RF-signal (hundreds of W, up to kW)
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at atmospheric pressure can be promising for applications. When the torch is developing,
long (10 cm and longer) hot plasma jets start from a single electrode closing onto ambient
space by the displacement current.
At pressures within the range from tens to hundreds Torr and efficient heat removal

the RF-discharge generates nonequilibrium plasma similar to plasma of glow discharge.
The amplitude of RF voltage is usually hundreds and thousands of Volts. There gas
temperature is up to 1000 K, electron number density is about of ne ∼ 10

11 cm−3, electric
field is within the range of units to hundreds Td. The main energy branching is directed
to low energy electronic and vibrational degrees of freedom similar to energy branching
in glow discharge.
Some authors97 use microwave discharge under moderate gas pressures (up to 300 Torr)

to initiate combustion in subsonic and supersonic gas flows. This discharge, when initi-
ated in a free space, has a rather complex spatial structure. It consists of two very typical
structures. The first structure is a set of thing bright hot filaments with high conductivity
and gas temperature. The second one is a set of the so–called halo structures or “plas-
moids”, that surround hot filament. The plasma in halo is nonequilibrium, the electric
field is high in comparison with this in the filaments, and the conductivity of this region
is rather low. It is exactly this complex structure — “skeleton” made of hot bright fila-
ments surrounded with slightly emitting haloes — that originates as a result of microwave
interaction with the gas flow. A detailed description of the physical nature of microwave
discharges at moderate pressures can be found, for example, in.17,98

Concluding the review of discharges for PAI/PAC we will present the table that sum-
marizes the author’s ideas concerning typical plasma parameters for discharges mentioned
above 2.2. In the table, “vibr.” means vibrational degrees of freedom, and “electr.” means
electronic degrees of freedom. It would be wise to note that a wide range of values for
MW discharge is caused by a multiplicity of the discharge forms depending upon the
experimental conditions.
The given summary is rather indicative and denotes probably the parameters of dis-

charges and plasmas most frequently realized in practice. Changing some of the ex-
perimental conditions, the researcher can obtain a significant change of plasmas while
preserving the main parameters of the system. For example, varying the frequency or
flow rate velocity one can obtain a remarkable change of plasma parameters at unchanged
electric pulse.
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2.2 The study of streamer discharge development.

Streamer branching and optical control of a stre-

amer head.

It is known that self-sustained discharge trends to contraction and transition to the arc.
The arc discharge is characterized by low energies of charged particles and by high rate
of energy transfer to gas heating, and this is not desirable for efficient plasmachemi-
cal applications. Due to this fact, one of the most promising ways to produce strongly
nonequilibrium plasma is to organize pulsed discharge with capacitive coupling, for ex-
ample, barrier discharge and its modifications, when one or both electrodes are covered
with dielectric layer. The dielectric layer in this case restricts the discharge which can be
transported through the layer.
As a rule, at moderate and high pressures, the barrier discharge develops in two stages:

on the first stage the discharge gap bridges by a streamer flash, on the second one we
observe non-zero electric current up to charging of the dielectric layer. The main energy
input takes place on the second stage of the discharge development, whereas the first stage
determines time of the gap closing and uniformity of filamentary structure distribution in
the gap. The last point is, undoubtedly, very important for design of the real devices.99

There are numerous papers reporting experimental and theoretical study of the streamer
corona. Now it is possible to discuss quantitative agreements between theory and exper-
iment for single filament streamers.27

The main processes, which define parameters and typical features of the discharges
during their propagation, are quite similar. Among them are preionization of a gas ahead
of the discharge front by fast electrons and by ionizing radiation, ionization by an electron
impact in relatively strong electric field in the discharge front at relatively weak value of
the electric field behind the front.

2.2.1 Experimental study of streamer discharge

A schematic of the experimental setup and diagnostic facility is shown in Fig.2.19,100.33 A
thyristor generator PAKM with magnetic pulse compression was used as a pulsed voltage
supply. The high-voltage pulses were fed through a 60-m-long RK-50-24-13 cable to the
high-voltage connector of the discharge system. A calibrated back-current shunt placed
in the break of the braiding of the feeding coaxial cable at a distance of 30 m from the
discharge system was used to control the parameters of the pulses. The amplitude of the
voltage pulse was 10-21 kV (positive polarity), the FWHM duration was 25 ns, the rise
time was 5 ns, and the repetition rate was from 0.5 to 100 Hz.
The discharge section comprises a cube-shape vacuum chamber with 20 mm edge,

made of stainless steel. The discharge emission was tested through the optical windows
100 mm in diameter, made of KY-1 quartz. The discharge was organized in a point-
plane geometry with interelectrode distances from 20 to 60 mm. High-voltage electrode
(cathode) was made of brass and had a disk shape with diameter of 80 mm. Grounded
disk-shape anode was made from aluminium and was 100 mm in diameter. To initiate
the cathode-directed streamer the needle 0.8 mm in diameter and 8 mm in height was
placed in the center of grounded electrode.
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Parameter Arc Glow Streamer DBD FIW RF MW
Pressure up to 0.01− 100 Torr 0.1− 1 atm 1 Torr–1 atm 0.01− 200 Torr 10−3 − 100 Torr 0.1 Torr–1 atm

10− 20 atm
Current, A 1− 105 10−4 − 10−1 10−4 − 10−3 10−4 − 10−3 50− 200 10−4 − 10−1 0.1− 1
Voltage 10− 100 V 100− 1000 V 10− 100 kV 1− 10 kV 5− 200 kV 500− 5000 V 0.1− 10 kV
E/N or E 1− 100 V/cm 10− 50 30− 100 30− 100 30− 100 10− 100 1− 1000

V/(cm·Torr) V/(cm·Torr) V/(cm·Torr) V/(cm·Torr) V/(cm·Torr) V/cm
in a head behind the front

Tg, K 3000− 10000 300− 600 300− 400 300− 600 300− 400 300− 1000 300− 6000
Te 5000− 10000 K 1− 3 eV 1− 3 eV 1− 5 eV 1− 10 eV 1− 5 eV 1− 5 eV
ne, cm

−3 1015 − 1016 1011 − 1012 1011 − 1012 1011 − 1012 1011 − 1013 1011 from 109

to 1017

Uniformity non–uniform uniform non–uniform non–uniform uniform uniform (low pressure) uniform (halo)
in space (if not or uniform or filamentary and filamentary

stratified) (APGD) (high pressure)
Main energy heating vibr. electr. electr. electr. vibr. or electr. heating, vibr.,
input electr.

Table 2.2: A summary table of the parameters of plasmas used for PAI/PAC
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Figure 2.19: Experimental setup for streamer discharge investigations.

Under the action of high voltage pulse of negative polarity the electric field near the
needle tip exceeds significantly the value of uniform electric field between the electrodes.
Thus, the streamer development from the grounded electrode is induced. Such geometry
of electrodes allows to measure directly the current of a streamer flash. To do this, we
shunt the needle to earth by 50 Ohm resistor.
The emission spectroscopy technique was used to analyze a cathode-directed streamer

discharge. The active particles were detected with an absolute emission spectroscopy. The
optical recording facility consisted of condensers, photomultipliers, monochromators, and
a set of diaphragms. We used FEU-100 and SNFT-3 photomultipliers (with photocathode
sensitivity ranges of 170–830 and 300-800 nm, respectively) and MDR-12-1 and MUM-2
monochromators (with operating ranges of 200–2000 and 200-800 nm, respectively).
To control spatial-temporal characteristics of the discharge we used ICCD camera

PicoStar HR12 (LaVision) with a spectral sensitivity range of 200–800 nm and time gate
of 200 ps. ICCD camera was focused on the needle of the grounded electrode in a such way
that both electrodes were in the frame. Spatial resolution of the images was 0.1 mm. The
detection of discharge current and voltage on the gap was made by Tektronix TDS-3054
oscilloscope simultaneously with camera synchropulse. In spite of the periodic regime of
the work of generator, in experiments the ICCD camera image, voltage drop and current
corresponded to the same streamer flash.
Measurements were performed in N2-O2 (4:1) mixture for two lengths of the discharge

gap; 30 and 50 mm. At 30 mm gap the pressure in a chamber varied in the range of
320–1300 Torr, at 50 mm gap — in the range of 90–410 Torr. Minimum of pressure for
each length was limited by streamer transition to the spark form.

2.2.2 Single channel measurements

At pressures lower than 590 Torr we could registered or branching structure or single
streamer channel from experiment to experiment at the same experimental conditions.
At pressures lower than 470 Torr we observed a single streamer channel only.

40



Streamer Discharge At Different Voltage

Development of a streamer channel is defined by a density of seed electrons ahead of
the streamer head. These electrons appear due to photoionization and ionization by an
electron impact in the region of strong electric fields. Streamer head propagation in space
takes place due to its excess electric potential relative to the ambient space. With the
streamer motion from the high-voltage electrode to the low voltage one, the streamer
channel length and, consequently, voltage drop on it increases. So, the potential of a
streamer head decreases.
When the pressure diminishes at constant electric field configuration the reduced elec-

tric field increases. The rate of the ionization by an electron impact increase with the
reduced electric field, at the same time the photoionization length increases due to de-
crease of gas density. As a consequence, the velocity of a streamer propagation and
diameter of the streamer increase.

Figure 2.20: Voltage and anode current measurements. 30 mm. Air.

The anode current of a cathode-directed streamer increase with the gas pressure de-
crease. Anode current profiles are represented in Fig. 2.20 for different pulse voltage in air
at the discharge gap length of 30 mm. Velocity of cathode-directed streamer propagation
dependence on the voltage applied to the gap is presented on the Figure 2.21. Experi-
mental values of velocity for different pressures are shown with dots, numerical simulation
results by curves. The mean value of velocity along the gap for pressures 600 and 740-
torr. The values of velocity and current demonstrate good agreement of experiment and
calculations. So, now it remains to discuss radius measurements.
The streamer current was measured at the center of plateau of current pulse. Streamer

head position is close to the center of the gap at this moment (Fig. 2.22).
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Figure 2.21: Velocity dependence on the voltage. U = 24 kV. Discharge gap is 30 mm.
Air. Cathode directed streamer. Dots are experimental results, curves are numerical
modeling.

In theoretical works when speak about streamer radius usually mean electrodynamical
radius, which corresponds to field maximum. But during experiments the streamer radius
is determined using image, which is obtained using this or that technique.
In the experiment we measure the emission distribution and emission radius of the

streamer. We determine the emission radius on the half-height of the profile. In this
picture there is calculated emission distribution of the streamer. The emission radius cor-
respond to this region. The emission radius is differ from the electrodynamic radius. The
emission region corresponds to the region of maximal gas excitation, and electrodynamic
radius corresponds to the region occupied by plasma. From the point of view of compar-
ison with numerical modeling it is better to determine both parameters. Electrodynamic
radius can be determined from the emission distribution in weak tails of the streamer
head. So, we have to find the position of maximal intensity in the tails of streamer head.
It is impossible to determine this position from integral picture of emission distribution.
Thus we should use the instantaneous image of the streamer head and analyze spatial
distribution of the emission.
On the Figure 2.23 calculated emission and electric field distributions are shown. There

is clear difference between spatial distribution of the emission and electric field. But the
plasma region (electrodynamic radius) is the same for both cases and can be determined
from emission distribution.
Calculated emission diameter is smaller than electrodynamic one (Fig. 2.24). If we

compare the experimental data and results of numerical modeling we can see that the
deviation increase for low pressure region. So, if we will determine the electrodynamic
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Figure 2.22: Current dependence on the Pressure. U = 24 kV. Discharge gap is 30
mm. Air. Cathode directed streamer. Dots are experimental results, curve is numerical
modeling.

Figure 2.23: Calculated emission (A) and electric field (B) distributions. U = 24 kV.
Discharge gap is 30 mm. Air. Cathode directed streamer.

radius from the experiment, we will obtain important additional parameter to compare
with numerical model.
This technique is based on the suggestion that maximum of emission corresponds with

field maximum. In fact, emission intensity of 2+ system is proportional to concentration
of excited nitrogen molecules. And this concentration, as it follows from the given equa-
tion, has direct relation with constant of electron impact excitation rate and electron
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concentration. This constant depends exponentially on the electrons temperature and, as
a result, on the electric field value. So, when measuring emission distribution along the
head section, we can determine the electrodynamic radius.

Figure 2.24: Comparison of the measured and calculated streamer channel diameter.
U = 24 kV. Discharge gap is 30 mm. Air. Cathode directed streamer.

We have investigated the streamer head structure and velocity in stroboscopic mode
of ICCD camera. We apply on the camera amplifier triggering sinusoidal signal with the
frequency of 300 MHz. The form of the signal is presented in the Figure 2.25. In this
operation mode emission intensity, which reach CCD-matrix, depends exponentially on
the applied voltage. We suggest that gate corresponds to the lower part of synchrosignal
and is equal to 200-400 ps. Image of anode-directed streamer in the stroboscopic mode If
we know the time between intensity peaks on the streamer image, we can determine the
mean velocity and the velocity along the gap section.
To restore the emission distribution in the streamer head we use the image, obtained

with 300 picosecond gate. From the image we take emission profiles. The intensity
dependence along the radius, perpendicular to the axis of development, was analyzed.
The number of profiles was up to 10 per streamer head image (Figure 2.26).
The profile is obtained by summing of the intensity of two-dimensional cylindrical

axis-symmetrical object. To restore emission pattern along streamer head radius we used
inverse Abel transformation. If we know distance between this profiles, we can restore
emission distribution in the streamer head. The distance between emission maximums is
the streamer diameter. Streamer head diameter, which is obtained by picoseconds im-
ages and calculated by emission maximums, is 1.4 mm (Figure 2.27). We add results of
numerical simulation to the experimental emission pattern. In the Figure emission distri-
bution for N2 second positive system is shown, which were calculated for the conditions
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Figure 2.25: Voltage applied and image of the streamer in the stroboscopic mode.

Figure 2.26: Emission distribution in the streamer head. Camera gate is 300 ps.

of experiment. Elecrodynamic diameter obtained by numerical model is 1.5 mm. Its seen
that in the case of experimental distribution the length of the emission zone along the
streamer propagation is greater than calculated one and corresponds to 0.3 mm. This
can be explained by the fact that streamer head is moving while the camera amplifier is
switched on, and spatial resolution of the intensifier.
For interelectrode gap of 30 mm in a pressure range of 380—350 Torr the streamer

channel bridges the discharge gap, and at further pressure decrease transforms to the
spark.
Simultaneous synchronized measurements of electric parameters of the discharge demon-

strate that at pressure decrease the current of a streamer, charge and energy input increase
monotonically up to the transition to the spark.
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Figure 2.27: Streamer channel electrodynamic diameter. U = 30 kV, Air.

2.2.3 Streamer branching

In the pressure range of 680-1300 Torr we observe branched streamer flash only for all
voltages applied. At diminishing the pressure the number of branches decrease, for ex-
ample, at a pressure range of 620-650 Torr we observed three or less channels. Integral
images of cathode-directed streamer show that number of branches growth with pressure
increase, and growth with voltage increase at fixed pressure. The streamer branching
depends strongly on the gas pressure and voltage applied. It was experimentally found
that the number of branches is proportional to the pressure.
Figure 2.28 demonstrates typical dependance of the streamer flash structure on the

pressure and voltage. The graph also shows the dependance of the branching length on
the voltage for pressures 600, 740, 1000 Torr for cathode-directed streamer. It is clearly
seen that the branching length exponentially increases with the voltage growth.

2.2.4 Numerical model of streamer discharge

The objective of this section is to describe a self-consistent description in the two-dimensional
formulation of the problem studied in27,101 and to model the dynamics of streamer dis-
charges in long gaps.

Main equations

Streamer discharge modelling was performed in the hydrodynamic approximation for the
2-dimensional geometry. The numerical model includes the following balance equations
for charged particles:
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∂ne

∂t
+ div (~ve · ne) = Sion + Sphoto − Satt − Sei

rec

(2.1)

∂np

∂t
= Sion + Sphoto − Sei

rec − Sii
rec

(2.2)

∂nn

∂t
= Satt − Sii

rec (2.3)

Figure 2.28: ICCD image of multi-channel flash for different pressures and voltages. Dis-
charge gap is 30 mm. Air.

Here, ne is the electron density; np and nn are the concentrations of positively and

negatively charged ions; ~ve is the drift velocity in a local electric field ~E; and Sion, Sphoto,
Srec, and Satt are, respectively, the rates of ionization, photoionization, electron-ion (ei)
and ion-ion (ii) recombination, and electron attachment.

The electric field ~E in the discharge gap is described in terms of the potential ϕ, whose
distribution over the gap was determined by solving Poisson’s equation with prescribed
boundary conditions and distribution of charged particles of different species:

~E = −∇ϕ (2.4)

∆ϕ = −
e

ε0

(np − ne − nn) (2.5)

Here, e is the elementary charge and ε0 is the dielectric constant.
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Figure 2.29: Electric field distribution in the gap (lg(E/n)). Four additional ”conical
branches” are added.

Photoionization processes

The rate of gas photoionization, Sphoto, is described in the same manner as in
101 and based

on the model:102

Sphoto =
1

4π
·

pq
p+ pq

∫

V

d3~r1

Sion(~r1)

|~r − ~r1 |
2
Ψ(|~r − ~r1| · p) (2.6)

where 1/4π is the normalizing constant, p is the gas pressure, and Ψ(|~r − ~r1 | · p) is the
coefficient of absorption of the ionizing radiation in the medium. The quenching pressure
of the emitting states pq was set to be 60 Torr for pure nitrogen and 30 Torr for air

102

and was recalculated for any percentage of oxygen in nitrogen gas.
To clear up a question of streamer branches’ influence we designed a rough model

allowing to estimate qualitatively influence of streamer’s branches on its distribution.
Branching of streamer was set in axial-symmetric model, as the cone (α = 0.5 Rad) of
charge surrounding basic streamer, and charge was considered to be equally distributed
on volume of cone and its quantity was changed depending on the number of branches
we wanted to estimate (Fig. 2.29). We supposed that after branching each branch of
streamer is equal each other and carries identical charge. Therefore, using the model
described earlier, we have roughly estimated which parameters branching of streamer
influences on.
For initial configuration we have observed streamer channel with radius Rstreamer =

0.282 mm, current I = 14 mA, total charge in the discharge gap Q = 7.4 × 10−10 Cl,
streamer velocity V = 5.06 × 105 m/s. For simultaneous propagation of two streamer
branches we have I = 10 mA, Q = 5.5 × 10−10 Cl, V = 4.85 × 105 m/s. So, strong
influence of the streamer branching on the current is shown. It follows from the received
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Figure 2.30: Dependence of the streamer velocity from number of branches. 30 mm. Air.

Figure 2.31: Dependence of the streamer current from number of branches. 30 mm. Air.
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numerical data, first, that at the given pressures and voltages velocity of a streamer hardly
depends on presence or lack of branching, second, that the branching influences mostly on
a current of a streamer. We got, that velocity of propagation of single streamer in plane-
plane gap and velocity of propagation of streamers in bunch, are in a good agreement with
each other. This result confirms indirectly conclusion made above on the basis of rough
model that branching of streamers hardly influences the velocity of branches propagation,
and the branches of streamers hardly influence on velocities of each other.
For multichannel flash numerical model predicts some increase the flash current with

increase of number of channels and very small decrease of the velocity. Dependencies of
streamer velocity and current on the number of branches are presented at Fig.2.30, 2.31.

2.3 The study of fast ionization wave development

at different pressures and plasma production by

nanosecond discharge

Plasma-chemical investigations cover a wide range of problems from the development of
chemical lasers and ozonizers to the processing of liquid and solid waste. Two major
groups of applications may be identified, namely, applications in which plasma is used to
heat reacting mixtures103,104 and applications in which excited and charged particles play
an important part.103,105,106 Rather an obvious parameter, which defines the effective-
ness of plasma sources in the applications of the second group, is the degree of state of
disequilibrium of plasma: it may be defined as the ratio between the energy input to all
internal degrees of freedom (excluding rotational) of gas and the total energy input. The
reactivity of a gas mixture with a high degree of state of disequilibrium is many orders
of magnitude higher than that for the equilibrium case subject to the condition of equal
inputs of total energy. Most advantageous from the standpoint of chemical activity of a
gas mixture are discharges in which the maximum of energy input to gas is shifted most
appreciably towards higher-energy degrees of freedom. For numerous plasma-chemical
applications, an important requirement is that of plasma homogeneity, for example, for
homogeneous initiation of combustion.
As a result, considerable interest must be attracted by the development of generators

of highly nonequilibrium homogeneous plasma exhibiting a high efficiency. A number of
results have been obtained over the last decades, which point to the efficiency of nanosec-
ond pulsed supply; this efficiency is due to the high reduced electric fields in the discharge,
spatial homogeneity, and low gas temperature of plasma being generated. An effective
source of highly nonequilibrium plasma may be provided by a discharge in the form of
a fast ionization wave (FIW)14,86,94). This part deals with the experimental investigation
of the kinetics of electron density decay and spatial uniformity of a nanosecond pulsed
discharge.

2.3.1 Ionization wave velocity and energy contributed into gas.

Ionization wave velocity along the tube was determined as the electric signal velocity
recorded by traveling capacitance dividers. It is well known that there is a pressure
range optimal for development of the uniform nanosecond breakdown; the ionization wave
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velocity within this range is like a smooth curve with a maximum. Hence, monitoring of
the wave front velocity in every series of experiments allowed to make a certain correlation
with the pressure. As an example, Fig.2.32 represents propagation velocities of ionization
wave of negative polarity which were determined with reference to a level of 0.5 of the
signal amplitude at every cross-section for air, nitrogen and hydrogen.94

Figure 2.32: FIW front velocity upon pressure at a point x=20 cm from the high-voltage
electrode for different gases. U = −13.5 kV, pulse duration is 25 ns, pulse front duration
is 3 ns, f = 40 Hz, discharge tube diameter is 1.8 cm, tube length is 60 cm.

We investigated propagation of ionization wave of negative polarity with various types
of the high-voltage electrodes and arrived at a conclusion that, beginning from a certain
distance from the high-voltage electrode, breakdown development does not depend on the
electrode shape. At the same time the use of an electrode with a point stood out, for
instance, tapered one, stabilizes the ionization wave start at low pressures.
The energy contribution into gas was measured with the use of standard technique

that analyzes current pulses incident on the discharge gap, reflected from it and passing
through. In our experimental scheme the current pulse reflected from the discharge gap
after arrival at the generator is reflected from it once more and goes back to the discharge
tube. In the pressure range optimal for ionization wave propagation (10 - 20 Torr in
oxygen and its mixtures with nitrogen at our experimental conditions) the electric pulse
energy, as a rule, is absorbed by the plasma for the time of two arrivals of the pulse at
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the tube. In a range of lower and higher pressures the energy is absorbed by the plasma
for a greater number of rereflections.
It was shown that there are regimes on which, at least, 80 % of the energy supplied

to the cable is contributed in the discharge gap. On the basis of numerous measurements
in N2-O2 mixtures the following fact was substantiated: the pressure dependence of the
energy contribution is characterized by the shape similar to one of the pressure dependence
of the velocity with the difference that position of the maximum is noticeably shifted to
the left. As an example Fig.2.33 represents dependencies of the energy contributed into
gas in the first pair of pulses WI and the energy, taking into consideration one reflection
WII in oxygen of technical purity in a discharge tube of 20 cm length and 5 cm diameter.

Figure 2.33: Energy contributed into gas in the first pair of pulses WI and the energy,
taking into consideration one reflection WII in oxygen. U = −15 kV, pulse duration is
20 ns, pulse front duration is 8 ns, f = 82 Hz, discharge tube diameter is 4.7 cm, tube
length is 20 cm.

2.3.2 Spatial uniformity of ionization wave. FIW in a large dis-
charge volume.

So, there is certain range of gas densities where the fast ionization wave develops with high
velocity. To study the spatial structure of the discharge and the uniformity of combustion,
we carried out a series of experiments, in which the emission intensity (integrated over the
wavelength range 300–800 nm) was registered with a PicoStar HR12 (La Vision) ICCD
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Figure 2.34: The imaging of nanosecond discharge propagation in long tube for different
polarities of a high–voltage pulse. U = ±13.5 kV, pulse duration is 25 ns, pulse front
duration is 3 ns, f = 40 Hz. Discharge tube diameter is 18 mm; interelectrode distance
is 60 cm.

camera. Camera gate was equal to 1 ns, and we controlled discharge propagation from
high voltage to low voltage electrode with time interval 1 ns between frames in periodical
regime of the discharge operation. These results are represented in Fig. 2.34 for different
polarities of a high–voltage pulse.
The sensitivity of ICCD system is the same for all the images. In controlled spectra

range (300–800 nm) the main emission goes from the second positive system of molecular
nitrogen (N2, C

3Πu – B
3Πg). The radiative life time of this system is 40 ns, this means

that the second positive system gives quite a good imagination about plasma uniformity.
The gate duration for any image comprises 1 ns, and a time from a moment of the
discharge start from a high–voltage electrode is equal 10 ns everywhere. For negative
polarity, we observe intensive emission around a conical electrode (cathode). The velocity
of a discharge is slow for low pressures (1-2 Torr), the attenuation along a tube is high,
but the emission is quite uniform. For positive polarity for the same pressures we observe
higher velocities of propagation, but the discharge develops preferably along the discharge
tube axis. The strongest emission for positive polarity images is observed at a region of
electrode tip. At higher pressures (4-10 Torr) the discharge is relatively uniform for both
polarities, but a character of its development is quite different. In part, for positive
polarity we observe change of the shape of emission front from convex to concave with
pressure increase.
It is clearly seen that the region which corresponds to maximal velocity of the fast

ionization wave (that is 4–8 Torr at our experimental conditions) is a region of spatially
uniform development of a discharge. Pressure range 4-8 Torr at ambient temperature
corresponds to gas densities in a range of (1.3−2.6) ·1017 cm−3. Increasing the amplitude
of high voltage pulse, it is possible to shift the region of uniformity to higher gas densities.
It is interesting to compare dynamics of the nanosecond discharge development for

different diameters of a discharge tube. The electrode and tube walls are marked with
white lines in Fig. 2.35 which gives this comparison for positive pulse polarity. It is clearly
seen that the pictures of a discharge development in a tube of 2 cm in diameter and in
a tube of 5 cm in diameter at the same parameters of the electrical pulse are different.
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Figure 2.35: The imaging of nanosecond discharge propagation in tubes of different di-
ameters. Positive polarity, U = +13.5 kV, pulse duration is 25 ns, pulse front duration is
3 ns, f = 40 Hz. Discharge tube diameter is 18 mm; interelectrode distance is 60 cm.
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Figure 2.36: Emission image from a nanosecond discharge taken by LaVision ICCD cam-
era. Camera gate is equal to 1 ns. Air, +5 kV pulse amplitude and 12 ns pulse duration.
a) – 0.6 Torr; b) – 20 Torr.

For discharge tube of smaller diameter, we observe the formation of relatively narrow
beam–like structure which propagates from high–voltage conical electrode (anode). For
discharge tube 5 cm in diameter the emission is more uniform, and bright zone at the
electrode tip is less–pronounced.
In our early papers the development of a nanosecond discharge in large volume was

studied. It was shown that nanosecond discharge develops quasi-spherically from the high-
voltage electrode, at least, while the field strength in the breakdown front is of the order
of KV/cm Torr. If the pulse amplitude and duration are sufficiently high the discharge
gap closure takes place, in this case the plasma region nearby the low voltage electrode
is uniform. As pressure increases, the wave front comes to stop closer to the high-voltage
electrode. In this case the second wave of the positive polarity starts from the low-voltage
electrode surface towards FIW. The opposing wave arises due to effective preionization
ahead of the FIW front and high potential difference between the low-voltage electrode
and the FIW front. As pressure further increases, the diameter of a region on the surface
of the low-voltage electrode from which the opposing FIW starts begins to decrease. At a
certain pressure the opposing wave loses its uniformity and is transformed into a bunch of
streamers that closes the discharge. Further increase of the pressure results in a decrease
of the number of opposing streamers and, as a result, we can observe a spherical ionization
wave that came to stop. And, finally, at high pressures FIW transforms into the pulsed
corona from the high-voltage electrode. A similar pattern was observed if the amplitude
of high-voltage pulses decreased at fixed pressure.
Additionally we studied the development of nanosecond discharge in a geometry of two

parallel electrodes in air with relatively small distance between electrodes for a pressure
range of 0.6-20 Torr for different repetitive frequencies of the discharge: starting from
3 Hz up to 30 kHz. Positive polarity of a high-voltage pulses was used; the amplitude
of a pulses was equal to 5 kV. We controlled the emission of second positive system of
molecular nitrogen with camera gate 1 ns and time intervals between frames of 1.3 ns.
The distance between plane electrodes is equal 3 cm and diameter of upper electrode is
equal to 12 cm. Fig. 2.36, a gives an image of emission 14.1 ns after high–voltage pulse is
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Figure 2.37: Electric field and electron density: typical temporal behavior. U = −13.5 kV,
x = 20 cm from the cathode. Hydrogen pressure is pointed in the figure. Nitrogen pressure
is equal 4 Torr.

applied to the electrodes at a pressure of 0.6 Torr and repetitive frequency of 30 kHz. At
pressure increase, we obtain a chain of separate channels, which start on the boundary of
electrode and close the discharge gap. These ”streamers” are not fixed on the electrode,
they travel along the boundary (see Fig. 2.36). Thus, we observe a phenomenon which
has to be taken into account at organization of pulsed nanosecond discharge at different
applications: the degree of uniformity of the discharge in a ”free space” may be increased
using special electrode systems which will not lead to destabilization of a discharge on
boundary effects; increase of frequency influence on the discharge uniformity, but not
too much: change of a frequency in a range of 3 Hz–3 kHz gives only a few Torrs shift
for the boundary between uniform and non–uniform discharge. It has to be noted that
much stronger dependence is observed for change in pulse amplitude. Acting on a gas by
high–voltage pulse approximately 100 kV in amplitude, we were able to obtain uniform
discharge up to gas densities ≈ 5 · 1018 cm−3, which corresponds to pressure about of
150 Torr at ambient temperature.

2.3.3 Electric field and electron density

To perform the detailed kinetic analysis of FIW it was necessary to know the electric field
and electron concentration behavior in time and space. Both the values may be obtained
from the temporal spatial dynamics of excessive charge per unit length which is possible
to measure by a capacitance sensor moving along the discharge tube. The technique,
proposed at our laboratory for reconstruction of the excessive charge density per unit
length was based on registration of signals from the capacitance sensors and subsequent
solution of the reverse problem with consideration of the spatial sensitivity function of
the sensor. The sensor that is actually a charge detector responds to excessive charge not
only in a measuring cross-section but in a certain spatial region nearby it. The sensor
signal is a convolution of actual distribution of the charge with the spatial function of the
sensitivity. In case of random axially symmetric distribution of charge the potential at
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Figure 2.38: Photo of a microwave interferometer installed near the discharge tube. Mi-
crowave lenz and a part of waveguide are clearly seen.

a point of sensor location is determined by only the tube charge density per unit length,
which makes it possible to use the one-dimensional treatment.
The sensor sensitivity function f(x) was obtained from special calibrating experiments

described in.91 In this case a solution of the reverse problem to find the actual charge
distribution is reduced to the search for the minimum of a functional of the following
type:

F (q) |t = ‖Vexp(x0)−

+∞∫

−∞

f(x− x0)q(x) dx‖, (2.7)

where x0 is a point of the sensor location, Vexp(x0) is a measured signal, q(x) is a real
charge distribution.
The dynamics of the longitudinal component of electric field and electron concentra-

tion were calculated with the use of the known charge distribution along the discharge
device length. Assumptions that the charge distribution is quasi-stationary (considered
that the capacitance signal is determined by the available charge distribution) and the
excessive charge is located nearby the glass surface were used in data processing. The lat-
ter assumption automatically means that the minimum possible value of the longitudinal
electric field component was determined in the wave front. Electron concentration was de-
termined in the drift approximation on the basis of data on the charge and field dynamics.
The methods of field and electron concentration from the electric signals determination
were treated in more detail in,91.92

Examples of reconstructed electric field for nitrogen and hydrogen are given in Fig.2.37.
It is seen that in all the cases the longitudinal electric field profile has a distinct narrow
- only 2-4 ns - maximum. In the field maximum the fields are very high - up to ∼
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kV/(cmTorr). Then, the field decreases very rapidly, and for the pulse duration, i.e. up
to 20-25 ns, its value is not over tens- hundreds of V/(cm Torr). Electron concentration
increases in time and in 5-10 ns after the field pulse start comes to the stationary value.
The decrease of the total field peak duration in hydrogen, as pressure decreases, is caused
by the growth of the breakdown start delay time that reaches 17 ns at hydrogen pressure
of 6 Torr.

Figure 2.39: Scheme of the interferometer and examples of preliminary experimental data.

It should be noted that under the same conditions in nitrogen with the high-voltage
pulse of positive polarity the field in the same way depends on time, but its absolute value
is several times higher; behind the front, on the contrary, electric field is lower in several
times than in FIW of negative polarity.93 Within the limits of the dome-type pressure
dependence of the wave velocity the absolute field value weakly increases no more than
in 1.5-2 times, the reduced electric field strength value decreases by about the order of
magnitude. This should result in the essential redistribution of the energy over internal
degrees of gas freedom.
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Figure 2.40: Electron density at different pressures. Pulse amplitude is equal to 13.5 kV,
pulse duration is 12 ns.

2.4 Experimental investigation of electron density at

low gas temperatures

Magnetohydrodynamic (MHD) effects have numerous applications, such as MHD flow
control and MHD power generation. The MHD power generation has some advantages:
the absence of moving parts and the possibility for exhaust flow use for power generation.
But the exhaust flow has an insufficient level of ionization, so it is necessary to use an
additional source of plasma production. The critical point for MHD applications are
plasma density and the cost of plasma production. The report focuses on the problem of
plasma production in hot exhaust gases.
There are numerous types of plasma sources: different types of electric discharges

and electron beams. Among the sources of plasma the non-equilibrium discharges, like
nanosecond discharges and e-beam, are more effective per one electron in plasma.
The goal of this work is a study of temperature influence on plasma decay process. For

a successful application of MHD effects it is necessary to maintain electron concentration
in the flow at a sufficient level. Thus, when nanosecond discharge is used as the plasma
source, the ”efficiency” of the discharge and minimum high-voltage pulse frequency are
determined by a plasma decay time. that is, a plasma decay time determines electron
energy cost.
The kinetics of excited states in a plasma has not yet been studied thoroughly. Most

of the works on plasma kinetics study are performed in ”cold” gas (300 − −400 K). A
lack of verified data on plasma relaxation in ”hot” gas (800 − −1500 K) restricts the
development of MHD technologies (applications).

2.4.1 Experimental setup

Figure 2.41 shows a block diagram of the experimental setup. A discharge was excited
in a discharge tube by negative-polarity pulses with an amplitude of 11 kV, duration at
half-height of 25 ns, and rise time of 5 ns. A pulse from a high-voltage generator was
delivered to a discharge device via RK–50–11–11 cable 30 m long. The discharge device
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was a quartz tube with an inside diameter of 47 mm and outside diameter of 50 mm. The
screen of the discharge device consisted of eight brass rods 12 mm in diameter spaced at
equal distances in parallel with the discharge tube on a circle with a diameter of 140 mm.
The high-voltage electrode was a duralumin cone with an angle of 60◦. The low–voltage
electrode was shorted against the screen. The distance between the tip of the high–voltage
conical electrode and the low–voltage ring electrode was 200 mm. The mixture pressure
was monitored by an MDx4S mechanotron.
The system of electrical diagnostics of the discharge consisted of an inverse current

shunt built in a break in a shield of the high–voltage cable and a capacitive sensor movable
along the discharge device. The current shunt was placed at such a distance from the
discharge tube that the current pulse incident on the discharge device and that reflected
from it were time separated.
To study the spatial structure of the discharge we carried out an additional series

of experiments, in which the emission intensity (integrated over the wavelength range
300–800 nm) was registered with a PicoStar HR12 (La Vision) ICCD camera. After the
initiation of the discharge, we observed an intense short-duration emission pulse from the
discharge with a characteristic decay time of a few tens of nanoseconds. When obtaining
images of a nanosecond discharge, the gate time of the ICCD camera was set to 1 ns.
The triggering of the CCD camera was synchronized with the triggering of a high voltage
generator. The main emission in a high–current nanosecond discharge in the wavelength
range 300–800 nm air comes from the second positive system of molecular nitrogen (λ =
337.1 nm, C3Πu(v

′ = 0) → B3Πg(v
′′ = 0) transition). The life time of the upper level of

the system is about 40 ns, so, it reflects adequately the spatial structure of the discharge.
The main block of the microwave diagnostics contains a microwave generator, a diode

assembly and a calibrating unit. Microwave radiation (94 GHz) is transmitted from the
main block to plasma and returned to the main block by the system of waveguides.
To input the microwave radiation to plasma quartz windows are used. The microwave
diagnostics is based on interferometrical measurement method.107 Incursion, when the
microwave radiation passes through plasma, equals to

∆ϕ[Rad] =
l[cm] · ne[cm

−3]

118.4 · ν[Hz]
, (2.8)

where ne is electron concentration. The diode assembly consists of two detectors spaced
at quarter-wavelength, which detect sum of direct signal from the microwave generator
and signal passed through plasma. Hereby signals of the detectors equal to

I = A · cos{(Φ(t) + Φ0)} − A · cos{Φ0},

Q = B · sin{(Φ(t) + Φ0)} −B · sin{Φ0}, (2.9)

where Φ0 is incursion, which is independent of time. Unfortunately, our diagnostics is
a semiconductor device, which is very sensitive to pickups from a high-voltage discharge.
Thus, the diagnostics during high–temperature experiments has a dead time of approxi-
mately 1 µs, while the amplifier of the detector signal is overdriven due to electric noise
from a high–voltage Marx generator.
Fig. 2.16 gives an example of a picture of fast ionization wave development in air

obtained by the ICCD camera . The discharge was initiated by high voltage positive
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Figure 2.41: Experimental setup: 1 — discharge cell, 2,3 — electrodes, 4 — optical
window (CaF2), 5 — high voltage generator, 6 — back current shunt, 7 — oscilloscope
Tektronix TDS-380, 8 — microwave interferometer, 9 — waveguide, 10 — angled reflector,
11 — oscilloscope Tektronix TDS-3054.
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polarity pulses, where pulse amplitude in cable was 11 kV, duration at half–height was
25 ns, rise time was 5 ns, and repetitive frequency was 40 Hz. Some maxima are manifested
near the electrodes, while on the whole, the discharge is developing uniformly. The velocity
of front propagation may be estimated as 2.5 cm/ns that is clearly seen from a succession
of images.
Electron density determined in previous papers of our team in the drift approxima-

tion91 on the basis of data on charge and field dynamics gave the values of ∼ 1012 cm−3.
Fig. 2.17 (,14 according to the data taken from91,92), displays typical temporal behaviour
of the electric field, electron density and concentration of the electronically excited states.
The experiments has been carried out for N2, O2, CO2, N2-O2, and for a water vapor

at different parameters of the experiments. The dependencies of electron density upon
time at different repetitive frequency, gas polarity and gas pressure were obtained.

Figure 2.42: Oscillogrammes obtained by microwave technique in N2, p= 1, 3, 6, 9 Torr,
T= 295 K, U= 11 kV in cable, positive polarity.

We observed longer decay time in experiments at high repetitive frequencies in a range
of frequencies between 2 and 100 Hz (2, 40, 60, 80 and 100 Hz). The most reliable expla-
nation lies in the fact that we have seed density of charged particles from pulse to pulse,
and this background density influences the discharge development at high frequencies.
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So, the major part of the experiments was performed at low repetitive frequency, equal to
2 Hz. We observed difference in absolute electron density between positive and negative
polarity of a high–voltage pulse, and this may be connected with difference in electric
fields at different polarities. This effect is discussed in details in.93

2.4.2 Electron density decay in molecular nitrogen

Typical oscillogrammes obtained by a microwave technique are given in Fig. 2.42 for gas
pressures 1, 3, 6, and 9 Torr. ”Channel–1“ means the first diagnostic channel, “Channel–
2” – the second one, which is shifted by π/2 relatively to the first one. Calibration
constants for the channels are A=1960 and B=283 respectively. Preliminary conclusions
concerning th electron density behaviour can be made directly from the oscillogrammes.
If there is an inflection of the kinetic curve, as it is clearly seen at a pressure 3 Torr
(“Channel–1”), then the electron density is definitely not less than π/2·1012 cm−3. Indeed,
the phase shift in a peak is equal to π/2, and the expression for electron density calculation
at plasma length equal to L=5 cm and microwave frequency equal to ν=94 Hhz gives
ne(t)=φ(t)·10

12 cm−3. Further, the longer decay time at the oscillogramms, the longer
recombination time for electrons in plasma.
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Figure 2.43: Electron density profiles in N2, p= 1-3.5 Torr, T= 295 K, U= 11 kV, positive
polarity.

64



Figure 2.44: Electron density profiles in N2, p= 4-9 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.45: Electron density profiles in N2, p= 1-10 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.46: Electron density profile in N2, p= 2.5 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figs. 2.43, 2.44) give the electron density in N2 for a pressure range from 1 to 9 Torr.
It is obvious that the initial density slightly depends upon pressure, while decay time
decreases with pressure. The initial electron density can be estimated as nmax ≈ 1 -
3·1012 cm−3 at p=1-10 Torr, T= 295 K, U=11 kV in electric cable (22 kV at the high–
voltage electrode), and positive polarity of the electric pulse. This is in reasonably good
correlation with the paper,93 where it was demonstrated on the basis of electric current
measurements that the initial electron density depends slightly upon gas pressure, being
equal to (2 - 3)·1012 cm−3.
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Figure 2.47: Oscillogrammes obtained by microwave technique in O2, p= 1, 3, 6, 9 Torr,
T= 295 K, U= 11 kV, positive polarity.

Fig. 2.46) gives electron density profile in N2 at p=2.5 Torr. Plasma decay time has
been determined as a time of the electron density decay by e times from its initial value.
The decay time for nitrogen plasma is (τ≈1.6 µs, p =2.5 Torr, T=295 K), and initial
electron density here is equal to (n0≈1.4·10

12 cm−3).
Let us consider behavior of the electron density in detail (Fig. 2.46). It is clearly seen

that we have slow decay during the first microsecond (region N 1), than we have the
inflection of kinetic curve (region N 2) and the decay (region N 3). The first part of decay
is determined by electron–ion recombination on N+

2 ions, which is realized as e+N
+
2 ⇒2N

or 2e+N+
2 ⇒ e+N2. The main process at the third stage (region N 3) is an electron–ion
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recombination with the participation of N+
4 ion. Thus, the region N 2 corresponds to

ion conversion: N+
2 +2N2⇒N+

4 +N2. Preliminary results of the numerical calculations are
given in Fig. 2.46) simultaneously with the experimentally obtained profile.

Figure 2.48: Electron density profiles in O2, p= 1-3.5 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.49: Electron density profiles in O2, p= 4-9 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.50: Electron density profiles in O2, p= 1-10 Torr, T= 295 K, U= 11 kV, positive
polarity.

Figure 2.51: Electron density profile in O2, p= 2.5 Torr, T= 295 K, U= 11 kV, positive
polarity.
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2.4.3 Electron density decay in molecular oxygen
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Figure 2.52: Oscillogrammes obtained by microwave technique in CO2, p= 1, 3, 6, 9 Torr,
T= 295 K, U= 11 kV, positive polarity.

Fig. 2.47 gives typical oscillogrammes obtained by microwave interferometry in molec-
ular oxygen for gas pressures 1, 3, 6, and 9 Torr. Like in nitrogen, we observed slightly
pronounced dependence of initial electron density upon gas pressure, and decrease of the
electron density decay with pressure. Figs. 2.48, 2.49 illustrate electron density behav-
ior in O2 for a pressure range from 1 to 9 Torr. The same conclusion concerning initial
electron density and the decrease of the density decay with pressure can be made from
Fig. 2.50. Maximal electron density in molecular oxygen is estimated as nmax ≈ 1.5 -
3·1012 cm−3, at p=1-10 Torr, T= 295 K, U=11 kV, and positive polarity of the electric
pulse).
The decay time for oxygen plasma is about τ≈1.1 µs, p=2.5 Torr, T=295 K), as it is

seen from the profile in Fig. 2.51).
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Figure 2.53: Electron density profiles in CO2, p= 1-3.5 Torr, T= 295 K, U= 11 kV,
positive polarity.
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Figure 2.54: Electron density profiles in CO2, p= 4-9 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.55: Electron density profiles in CO2, p= 1-10 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.56: Electron density profile in CO2, p= 2.5 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.57: Oscillogrammes obtained by microwave technique in N2 : O2 = 4 : 1, p= 1,
3, 6, 9 Torr, T= 295 K, U= 11 kV, positive polarity.

The main ions considered in the oxygen plasma kinetics, were O+
2 and O+

4 . Reac-
tions of ion conversion (O+

2 , O
+
4 ) attachment–detachment with a production of O

−
2 ion,

electron–ion and ion–ion recombination were taken into account in the kinetic scheme.
The three–body recombination with the participation of electrons as the third body may
be important at our experimental parameters: e+O+

2 + e⇒O2 + e. The higher reaction
rate for the three–body recombination, the sharper a slope of the kinetic curve at the
initial part (region N 1). Attachment and detachment are not important in a pressure
range between 1 and 10 Torr, and the role of the ion–ion recombination is negligible. The
production of negative ions increases with pressure. Similar to molecular nitrogen, the
last part of the kinetic curve is explained by recombination of O+

4 ions in their reactions
with the electrons.

2.4.4 Electron density decay in CO2

Fig. 2.52 gives typical oscillogrammes obtained by microwave interferometry in CO2 for
gas pressures 1, 3, 6, and 9 Torr. Figs. 2.53, 2.54 illustrate electron density behavior in
O2 for a pressure range from 1 to 9 Torr. Maximal electron density in molecular oxygen
is estimated as nmax ≈ 0.6 - 2.1 ·10

12 cm−3, at p=1-10 Torr, T= 295 K, U=11 kV.
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Figure 2.58: Electron density profiles in N2 : O2 = 4 : 1, p= 1-3.5 Torr, T= 295 K, U=
11 kV, positive polarity.
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Figure 2.59: Electron density profiles in N2 : O2 = 4 : 1, p= 4-9 Torr, T= 295 K, U=
11 kV, positive polarity.
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Figure 2.60: Electron density profiles in N2 : O2 = 4 : 1, p= 1-10 Torr, T= 295 K, U=
11 kV, positive polarity.

0.1 1 10

10
11

10
12

Experement
Model

N2:O2=4:1

nmax = 2.2*1012 cm-3n
e
,
c
m

-3

Time, µs

2.5 torr

Τ = 1.7µs
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Electron profiles for all investigated pressures are summarized in Fig. 2.55. Decay time
for CO2 is equal to τ≈0.6 µs, p=2.5 Torr, T=295 K. It is determined from Fig. 2.56. It
is necessary to take into account CO+

2 C2O
+
4 ions to describe kinetics in CO2. Reaction

constant rates were taken mainly from.71,108,109 Reaction of ion conversion (CO+
2 to

C2O
+
4 ) and three-body recombination are important here.

2.4.5 Electron density decay in N2 : O2 = 4 : 1
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Figure 2.62: Oscillogrammes obtained by microwave technique in H2O, p= 1, 2.5, 3.5,
4 Torr, T= 295 K, U= 11 kV, positive polarity.

It is worth mentioning the high initial density of electrons in the synthetic air in
comparing with the other investigated gases. Indeed, it is obvious from the oscillo-
grammes (Fig. 2.57) that for all tested pressures we obtain well–pronounced peak. this
peak means that the electron density in the experiment is not lower than π/2·1012 cm−3,
while for the other gases the peak has been detected only within a pressure range 3–5 Torr.
Figs. 2.58, 2.59 illustrate electron density behavior in N2 : O2 = 4 : 1 for a pressure range
from 1 to 9 Torr. Fig. 2.60 gives electron density profiles for all the pressure range.
Maximal electron density in synthetic air is estimated as nmax ≈ 1.8 - 2 ·10

12 cm−3,
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Figure 2.63: Electron density profiles in H2O, p= 1-3.5 Torr, T= 295 K, U= 11 kV,
positive polarity.

at p=1-10 Torr, T= 295 K, U=11 kV and positive polarity of the electric pulse. Plasma
decay time in N2 : O2 = 4 : 1 mixture is equal to τ≈1.7 µs, p=2.5 Torr, T=295 K), as it
is clearly seen from Fig. 2.61.
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Figure 2.64: Electron density profiles in H2O, p= 1-4 Torr, T= 295 K, U= 11 kV, positive
polarity.
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Figure 2.65: Electron density profile in H2O, p= 2.5 Torr, T= 295 K, U= 11 kV, positive
polarity.
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2.4.6 Electron density decay in water vapor

Under our experimental conditions, the experiments with water vapor was restricted by
8 Torr, such as the signal amplitude was not enough at higher pressure. The most reliable
signal–to–noise ratio has been obtained within a pressure range 1–4 Torr. Fig. 2.63 gives
electron density profiles in this pressure range, and Fig. 2.64 represents the same curves
in double logarithmic scale.
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Figure 2.66: Pulse electrodynamics in the Water vapor. p = 4 Torr, T = 295 K, U =
11 kV, positive polarity.

The initial electron density in water vapor ((1-3)·1012 cm−3) is similar to the initial
electron density in other gases, but the decay differs dramatically (τ≈0.12 µs), and this
is clearly seen from Fig. 2.65. Calculated kinetic curve for the electron density is given in
the same figure.
Describing the kinetics in the water vapor, it is necessary to take clastered ions into

account. The main ions in this system are H2O
+, H3O

+, H5O
+
2 , H9O

+
4 . Reactions

of ions conversion, electron–ion recombination and three–body recombination have been
considered. reaction rates were taken from.108–110

Let us note a specific detail of the experiments: within a pressure range 2–4 Torr
we observed two peaks of the electron density. It is clearly seen (Fig. 2.62) that the
amplitude of the second peak increases with pressure, reaches its maximum at 4 Torr,
and then decreases sharply. At 8 Torr the second peak is undetectable. The second
peak, 300 ns after the first one, is easily explained by the second (reflected from the
high voltage generator) high–voltage pulse, and this peak exists, but it is not observed
in the other gases because of relatively long plasma decay (it is merged with the first
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peak). This explanation is confirmed by electrodynamic data obtained by means of the
reverse current shunt (Fig. 2.66). This correlates reasonably with the difference between
the peaks at the oscillogramms form the microwave interferometer (Fig. 2.62) and with
the simplest estimates: the velocity of the electric signal in a cable with a polyethylene
feeling is 0.2 m/s, and in a 30 m cable the time for the signal to go from the discharge
cell to the high–voltage generator and to come back to the discharge cell is equal to
t = 2Lcable/vsignal = 60/0.2 = 300 ns.

2.5 Modelling of the electron density decay at low

gas pressure

Under our conditions, the ionization degree is equal to 10−5 − 10−3. Electron density in
the experiments is equal to 1012−1013 cm−3 , while the density of neutral species is about
1016−1018 cm−3. It is follows form the low temperature experiments that the typical time
of electron density decay is about a few microseconds. Typical time of reactions between
neutrals is significantly longer. Thus, the reaction with participation of neutrals were not
taken into account in the present kinetic scheme.
Electron density can be varied due to the attachment/detachment and recombination.

Recombination itself may be subdivided into two main classes: three–body recombination
and dissociative recombination. Dissociative recombination is important at low pressures,
while the three–body recombination plays a dominant role at high pressures. We have
to consider also ion–electron and ion–ion recombination. Under high electron densities,
three–body recombination with participation of electrons becomes important.

2.5.1 Modelling of the decay of electron density in molecular
nitrogen

We consider here71 positive ions, such as N+, N+
2 , N

+
3 , N

+
4 and neutrals (N, N2). The

kinetic scheme is the following (here dimensions are cm3/s for bimolecular and cm6/s for
three-molecular reactions):

e + N+
2 ⇒ 2 · N kea = 2.8 · 10

−7 ·
(
300
Te

)0.5
71

e + N+
4 ⇒ 2 · N2 keb = 3.7 · 10

−6 ·
(
300
Te

)0.5

This reaction rate constant is multiplied by a factor of 1.7 comparing to.71

2e + N+
2 ⇒ e + N2 keea = 1 · 10

−19 ·
(
300
Te

)4.5
71

e + N+
3 ⇒ N2 +N k = 2 · 10−7 ·

(
300
Te

)0.5
71

2e + N+ ⇒ e + N k = 1 · 10−19 ·
(
300
Te

)4.5
71

e + N+
2 +N2 ⇒ 2 · N2 k = 6 · 10−27 ·

(
300
Te

)1.5
71
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Figure 2.67: Electron density kinetic curve. Comparison of experiments (blue curves) and
calculations (green curves). T = 300 K, N2.
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e + N+ +N2 ⇒ N+ N2 k = 6 · 10−27 ·
(
300
Te

)1.5
71

Conversion reactions:

N+
2 + 2 · N2 ⇒ N+

4 +N2 kc = 5 · 10
−2971

N+
2 +N+N2 ⇒ N+

3 +N2 k = 0.9 · 10−29e
400
T
71

N+ + 2 · N2 ⇒ N+
3 +N2 k = 0.9 · 10−29e

400
T
71

N+ +N+N2 ⇒ N+
2 +N2 k = 1 · 10−2971

N+
2 +N⇒ N+ +N2 k = 2.4 · 10−15 · T71

N+
3 +N⇒ N+

2 +N2 k = 6.6 · 10−1171

N+
4 +N⇒ N+ + 2 · N2 k = 1 · 10−1171

Comparison of experimental data with the calculations is given by Fig. 2.67. Numerical
modelling performed at gas temperature T = 300 K within a pressure range p = 1 −
10 Torr.
At low pressures (1− 2 Torr) experimental values for electron density are lower than

numerical ones. Probably, it may ba explained by non–uniform filling of the tube cross-
section by the discharge at these pressures. At moderate and high pressures (2.5−10 Torr)
we obtain a reasonable agreement between the experiment and the calculations. Let us,
consider, for example, the results for the pressure p = 5 Torr. Comparing numerical results
with the calculations we conclude that the initial part (region N 1) is described mainly by
electron–ion recombination with N+

2 ion, sharp decrease is described by an electron–ion
recombination with N+

4 ion, and the inflection of curve is described by ion–ion conversion:
N+
2 to N

+
4 .

2.5.2 Modelling of the decay of electron density in molecular
oxygen

We consider positive ions( O+, O+
2 , O

+
3 , O

+
4 ), negative ions ( O

−, O−
2 , O

−
3 , O

−
4 ) and

neutrals ( O, O2, O3). The kinetic scheme is the following:
Ion conversion:

O+
2 + 2 ·O2 ⇒ O+

4 +O2 kc = 2.4 · 10
−30 ·

(
300
Te

)3.2
71

O+
4 +O2 ⇒ O+

2 + 2 ·O2 k = 3.3 · 10−6 ·
(
300
Te

)4
· e−

5030
T

71

O+ +O+M⇒ O+
2 +M k = 1 · 10−2971
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O+ +O3 ⇒ O+
2 +O2 k = 1 · 10−1071

O+
4 +O⇒ O+

2 +O3 k = 3 · 10−1071

O−
2 +O⇒ O2 +O

− k = 3.3 · 10−1071

O−
2 +O3 ⇒ O2 +O

−
3 k = 4 · 10−1071

O−
2 +O2 +M⇒ O−

4 +M k = 3.5 · 10−31 ·
(
300
Te

)
71

O− +O2 +M⇒ O−
3 +M k = 1.1 · 10−30 ·

(
300
Te

)
71

O− +O3 ⇒ O+O−
3 k = 5.3 · 10−1071

O−
3 +O⇒ O−

2 +O2 k = 3.2 · 10−1071

O−
4 +M⇒ O−

2 +O2 +M k = 1 · 10−10 · e−
1044
T

71

O−
4 +O⇒ O−

3 +O2 k = 4 · 10−1071

O−
4 +O⇒ O− + 2 ·O2 k = 3 · 10−1071

Detachment/attachment:

e + 2 ·O2 ⇒ O−
2 +O

−
2 kat = 1.4 · 10

−29 · 300
Te
· e−

600
T
71

O−
2 +O2 ⇒ 2 ·O2 + e kat = 2.7 · 10

−10 ·
(
Te

300

)0.5
· e−

5590
T

71

The following reaction rate constants were proposed in the present work:

e + O+
2 +O2 ⇒ O−

2 +O
+
2 k1r = 2.5 · 10

−24

e + O+
4 +O2 ⇒ O−

2 +O
+
4 k2r = 2.5 · 10

−24

Electron–ion recombination:

e + O+
4 ⇒ 2 ·O2 keb = 4.2 · 10

−6 ·
(
300
Te

)0.5

This reaction rate constant is multiplied by a factor of 1.7 comparing to.71

e + O+
2 ⇒ 2 ·O kea = 2 · 10

−7 · 300
Te

71

2 · e + O+
2 ⇒ e + O2 keea = 1 · 10

−19 ·
(
300
Te

)4.5
71

e + O+
2 +M⇒ O2 +M k = 6 · 10−27 ·

(
300
Te

)1.5
71
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2 · e + O+ ⇒ e + O k = 1 · 10−19 ·
(
300
Te

)4.5
71

e + O+ +M⇒ O+M k = 6 · 10−27 ·
(
300
Te

)1.5
71

Ion–ion recombination:

O−
2 +O

+
4 +M⇒ 3 ·O2 +M k = 2 · 10−2571

O−
2 +O

+
2 +M⇒ 2 ·O2 +M k = 2 · 10−2571

O−
2 +O

+
4 ⇒ 3 ·O2 k = 1 · 10−771

O−
2 +O

+
2 ⇒ 2 ·O2 k = 2 · 10−7 ·

(
300
Te

)0.5
71

O−
2 +O

+
2 ⇒ O2 + 2 ·O k = 1 · 10−771

O−
2 +O+M⇒ O3 +M k = 2 · 10−25 ·

(
300
Te

)2.5
71

O−
3 +O

+
2 ⇒ O3 +O2 k = 2 · 10−7 ·

(
300
Te

)0.5
71

O−
2 +O

+ ⇒ O2 +O k = 2 · 10−7 ·
(
300
Te

)0.5
71

O− +O+ ⇒ ·O k = 2 · 10−7 ·
(
300
Te

)0.5
71

O−
3 +O

+ ⇒ O3 +O k = 2 · 10−7 ·
(
300
Te

)0.5
71

O− +O+
2 ⇒ O+O2 k = 2 · 10−7 ·

(
300
Te

)0.5
71

O− +O+
2 ⇒ O+ 2 ·O k = 1 · 10−771

O−
3 +O

+
2 ⇒ O3 + 2 ·O k = 1 · 10−771

O− +O+
4 ⇒ O+ 2 ·O2 k = 1 · 10−771

O−
3 +O

+
4 ⇒ O3 + 2 ·O2 k = 1 · 10−771

O−
4 +O

+ ⇒ 2 ·O2 +O k = 1 · 10−771

O−
4 +O

+
4 ⇒ 4 ·O2 k = 1 · 10−771

O−
2 +O

+ +M⇒ O2 +O+M k = 2 · 10−25 ·
(
300
Te

)2.5
71

O− +O+
2 +M⇒ O+O2 +M k = 2 · 10−25 ·

(
300
Te

)2.5
71
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Figure 2.68: Electron density kinetic curve. Comparison of experiments (blue curves) and
calculations (green curves). T = 300 K, O2.

O− +O+ +M⇒ 2 ·O+M k = 2 · 10−25 ·
(
300
Te

)2.5
71

O− +O+
2 +M⇒ O3 +M k = 2 · 10−25 ·

(
300
Te

)2.5
71

O− +O+ +M⇒ O2 +M k = 2 · 10−25 ·
(
300
Te

)2.5
71

Chemical reactions with O–atom:

O + O3 ⇒ 2 ·O2 k = 2 · 10−11 · e−
2300
T

71

O+ 2 ·O2 ⇒ O3 +O2 k = 6.9 · 10−34 ·
(
300
Te

)1.25
71

Comparison of experimental data with the calculations is given by Fig. 2.68. Nu-
mericall modelling performed at gas temperature T = 300 K within a pressure range
p = 1− 10 Torr.
At low pressures (1− 3 Torr) experimental values for electron density are lower than

numerical ones. Probably, it may ba explained by non–uniform filling of the tube cross-
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Figure 2.69: Electron density kinetic curve. Comparison of experiments (blue curves) and
calculations (green curves). T = 300 K, CO2.

section by the discharge at these pressures. At moderate and high pressures (3.5 −
10 Torr) we obtain a reasonable agreement between the experiment and the calculations.
Comparing numerical results with the calculations we conclude that the initial part (region
N 1) is described mainly by electron–ion recombination with O+

2 ion, sharp decrease is
described by an electron–ion recombination with O+

4 ion, and the inflection of curve is
described by ion–ion conversion: O+

2 to O
+
4 .

2.5.3 Modelling of the decay of electron density in CO2

We consider positive ions (CO+
2 , C2O

+
4 ) and neutrals( O, CO, CO2). The kinetic scheme

is the following:
Conversion reaction:

CO+
2 + 2 ·O2 ⇒ C2O

+
4 + CO2 kc = 3 · 10

−28108

Recombination:

e + C2O
+
4 ⇒ 2 · CO2 keb = 4.2 · 10

−6 111

89



e + CO+
2 ⇒ CO+O kea = 3.8 · 10

−8 ·
(
300
Te

)0.5
109

2 · e + CO+
2 ⇒ e + CO2 keea = 1 · 10

−19 ·
(
300
Te

)4.5
71

e + CO+
2 + CO2 ⇒ 2 · CO2 keam = 0.58 · 10

−24108

e + C2O
+
4 + CO2 ⇒ 3 · CO2 kebm = 0.58 · 10

−24108

Comparison of experimental data with the calculations is given by Fig. 2.69. Numerical
modelling performed at gas temperature T = 300 K within a pressure range p = 1 −
8 Torr. For all plots, green curves represent the results of calculations, while blue ones –
experimental data.
Similar to N2 and O2, the initial part is described mainly by electron–ion recombination

with CO+
2 ion, sharp decrease is described by an electron–ion recombination with CO

+
4

ion, and the inflection of curve is described by ion–ion conversion: CO+
2 to CO

+
4 .

2.5.4 Modelling of the decay of electron density in water vapor

The kinetic scheme, based on papers ,112 ,108 ,109 ,110 71 includes positive ions ( H2O
+,

H3O
+, H5O

+
2 , H7O

+
3 , H9O

+
4 ) and neutrals ( H, OH, H2O, H3O, H5O2, H7O3, H9O4). The

kinetic scheme is the following:
Ion conversion:

H2O
+ +H2O⇒ H3O

+ +OH kca = 1.8 · 10
−9 112

H3O
+ + 2 · H2O⇒ H5O

+
2 +H2O kcb = 3.4 · 10

−27 ·
(
300
Te

)4
108

H5O
+
2 + 2 · H2O⇒ H7O

+
3 +H2O kcc = 2.3 · 10

−27 ·
(
300
Te

)4
108

H7O
+
3 + 2 · H2O⇒ H9O

+
4 +H2O kcd = 2.4 · 10

−27 ·
(
300
Te

)4
108

Electron–ion recombination:

e + H2O
+ ⇒ H+OH kea = 3.15 · 10

−7 ·
(
300
Te

)0.5
109

e + H3O
+ ⇒ H+ H2O keb = 3.15 · 10

−7 ·
(
300
Te

)0.5
109

e + H3O
+ +H2O⇒ H+ 2 · H2O kebm = 2.7 · 10

−23 108

e + H5O
+
2 ⇒ H+ 2 · H2O kec = 2.5 · 10

−6 110

e + H5O
+
2 +H2O⇒ H+ 3 · H2O kecm = 2.7 · 10

−23 108
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e + H7O
+
3 ⇒ H+ 3 · H2O ked = 4.5 · 10

−6 110

e + H7O
+
3 +H2O⇒ H+ 4 · H2O kedm = 2.7 · 10

−23 108

e + H9O
+
4 ⇒ H+ 4 · H2O kee = 6.5 · 10

−6
(
300
Te

)0.5
110

e + H9O
+
4 +H2O⇒ H+ 5 · H2O keem = 2.7 · 10

−23 108

2 · e + H2O
+ ⇒ e + H2O keea = 1 · 10

−19 ·
(
300
Te

)4.5
71

2 · e + H3O
+ ⇒ e + H3O keeb = 1 · 10

−19 ·
(
300
Te

)4.5
71

2 · e + H5O
+
2 ⇒ e + H5O2 keec = 1 · 10

−19 ·
(
300
Te

)4.5
71

2 · e + H7O
+
3 ⇒ e + H7O3 keed = 1 · 10

−19 ·
(
300
Te

)4.5
71

2 · e + H9O
+
4 ⇒ e + H9O4 keee = 1 · 10

−19 ·
(
300
Te

)4.5
71

Comparison of experimental data with the calculations is given by Fig. 2.70. Numerical
modelling performed at gas temperature T = 300 K within a pressure range p = 1 −
8 Torr. For all plots, green curves represent the results of calculations, while blue ones –
experimental data. Red line gives the time moment of the reflected signal coming back
to the discharge cell.
We can conclude that the agreement of the calculation and the second experimental

peak is reasonable. The first peak is difficult to compare because of low signal–to–noise
ratio under our experimental conditions.
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Figure 2.70: Electron density kinetic curve. Comparison of experiments (blue curves) and
calculations (green curves). T = 300 K, H2O.
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2.5.5 Experiments and modelling for the high gas temperature

The main part of the experimental data was obtained in a shock tube with a discharge
cell. The experiments were carried out behind incident and reflected shock waves. The
experimental setup (see Fig. 4.6) consisted of the shock tube (ShT) with the discharge
cell (DC), a gas evacuation and supply system, a system for initiation of discharge, and
a diagnostic system. The shock tube (25×25-mm square cross section) had a 1.6 m long
working channel. The length of the high-pressure cell (HPC) was 60 cm. There were two
pairs of windows for optical diagnostics along the stainless-steel working channel. The last
section of the shock tube with a 25×25-mm square cross section was made from 40 mm
thick plexiglas and had eight optical windows (quartz and MgF2). The metal end plate
(EP) of the tube served as a high-voltage electrode. Another (grounded) electrode was
the grounded steel section of the shock tube.
The nanosecond discharge was initiated at the moment when the incident (or reflected)

shock wave arrived at the observation point (point A in Fig. 2.71). The time of initiation
was determined by an adjusted delay from the signal of the first schlieren sensor. High-
voltage pulses were produced by a Marx type high-voltage generator (HVG). At the
output of the forming line, the voltage growth rate was about 8 kV/ns, which enabled the
operation of the gas discharge in the form of a fast ionization wave (FIW) in the dielectric
section of the shock tube. The velocity of the ionization wave front was 109–1010 cm/s,
depending on the experimental parameters.
The diagnostic system consisted of a system for monitoring the shock wave parame-

ters, a system for monitoring the electric parameters of the nanosecond discharge, and
a microwave interference diagnostics. Velocity of the shock wave was measured by the
schlieren system consisting of three He-Ne lasers and a set of quadrant photodiodes (PD).
The gas density (ρ5), pressure (P5), and temperature (T5) behind the reflected shock wave
were defined by an ideal theory from the gas mixture composition, the initial pressure,
and the velocity of the incident shock wave.
Simultaneously we controlled current through the discharge cell and voltage drop along

the discharge section. Three capacitive and one current gauge are used for the measure-
ments. These auxiliary measurements allow to estimate correctly the energy deposition in
the discharge and other properties of the FIW. The measurement technique was described
in work.113

The microwave diagnostics includes the main block, a system of waveguides with a
horn antenna and an angle reflector. In contrast to Fig. 4.6, the microwave diagnostics is
actually arranged in the measurement cross-section and horizontally, while the schlieren
system is arranged vertically.
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Figure 2.71: Scheme of the experimental setup. Abbreviations: A — cross-section of
measurement, DC — discharge cell, EP — end plate, HPC — high pressure cell, HVG
— high voltage generator, ShT — shock tube, PD — photodiode, PEC — photoelectric
cell.
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Figure 2.72: Results of high–temperature experiments (curves with the experimental
noise) and their comparison with preliminary calculations (smooth curves). Gas mixture
CO2:O2:N2=9:5:86 with different admixtures of water.

The results of high temperature experiments are given in Fig. 2.72 together with the
results of numerical modelling. To model the decay of air plasma of a nanosecond discharge
we used a set of assumptions and simplifications. The plasma of the discharge and of
the discharge afterglow was considered spatially uniform. The kinetic model involves
processes which are important at microsecond time scale. The kinetic model does not
include the kinetics of neutral particles and does not take into account processes related
with discharge cell walls.
For the high temperature experiments description of the model includes the following

reactions:

Dissociative recombinaton

O+
2 + e⇒ 2 ·O k = 8.66 · 10−7 ·

(
300
Te

)0.5

N+
2 + e⇒ 2 · N k = 8.66 · 10−8 ·

(
300
Te

)0.5

e + NO+ ⇒ N+O k = 1.15 · 10−6 ·
(
300
Te

)1.5

H2O
+ + e⇒ H+OH k = 5.77 · 10−7 ·

(
300
Te

)0.5

H3O
+ + e⇒ H+ H2O k = 5.77 · 10−7 ·

(
300
Te

)0.5
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Charge transfer

N+
2 +O2 ⇒ N2 +O

+
2 k = 8.5 · 10−12

N+
2 +NO⇒ NO+ +N2 k = 1 · 10−9

O+
2 +NO⇒ NO+ +O2 k = 1 · 10−9

N+
2 +H2O⇒ N2 +H2O

+ k = 4 · 10−12

H2O
+ +H2O⇒ H3O

+ +OH k = 1.7 · 10−9

H2O
+ +NO⇒ NO+ +H2O k = 1 · 10−9

Three-body recombination

N+
2 + e + H2O⇒ N2 +H2O k = 1.07 · 10−21 ·

(
300
Te

)4.5

N+
2 + e + CO2 ⇒ N2 + CO2 k = 5.2 · 10−28 ·

(
300
Te

)0.5

O+
2 + e + H2O⇒ O2 +H2O k = 2.49 · 10−20 ·

(
300
Te

)4.5

O+
2 + e + CO2 ⇒ O2 + CO2 k = 1.15 · 10−26 ·

(
300
Te

)0.5

H2O
+ + e + H2O⇒ H2O+H2O k = 2.49 · 10−21 ·

(
300
Te

)4.5

H2O
+ + e + CO2 ⇒ H2O+ CO2 k = 1.15 · 10−27 ·

(
300
Te

)0.5

NO+ + e + H2O⇒ NO+H2O k = 1.78 · 10−22 ·
(
300
Te

)4.5

NO+ + e + CO2 ⇒ NO+ CO2 k = 1.44 · 10−27 ·
(
300
Te

)0.5

This model describes the experimental data obtained in the framework of the present
project but the lack of the data for rate constants for high-temperature regimes pushes
us to further kinetic model verification. Nevertheless the model proposed gives us at least
good interpolation of the data obtained.
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Chapter 3

Experimental and Numerical
Investigation of Slow Hydrocarbon
Oxidation in Nanosecond Discharge

The comprehensive experimental investigation of processes of alkanes slow oxidation in
mixtures with oxygen and air under nanosecond uniform discharge has been performed.
We have investigated kinetics of alkanes oxidation from methane to decane in stoichio-
metric and some lean mixtures with oxygen and air at room temperature under the action
of high-voltage nanosecond uniform discharge. The discharge was initiated with repeti-
tion rate 40 Hz by the electric negative polarity pulses with 10 kV amplitude and 25 ns
duration in the discharge screened tube with 5 cm diameter and 20 cm length. Mixtures
initial pressures were varied in 0.76-10.6 torr range with 0.76 torr step. The discharge
current, electric field and input energy have been measured with nanosecond time res-
olution. Emission intensities of following molecular bands NO(A2Σ → X2Π, δv = 3),
N2(C

3Π, v′ = 1 → B3Π, v′′ = 7), N2(B
3Π, v′ = 6 → A3Σ, v′′ = 3), N+

2 (B
2Σ, v′ =

0 → X2Σ, v′′ = 2) CO+
2 (B

2Σ → X2Π, δv = 0), CH(A2∆, v′ = 0 → X2Π, v′′ = 0),
OH(A2Σ, v′ = 0 → X2Π, v′′ = 0), CO(B1Σ, v′ = 0 → A1Π, v′′ = 2)have been measured
in integral regime (integration time was 2.2 s) and with nanosecond resolution. Methane
concentration was measured by absorption of He-Ne laser emission in integral regime.
On the base of optical measurements time of full oxidation of alkanes was determined.
Percentage of alkanes in all investigated mixtures is represented in the Table 3.1.
The investigation of processes of slow oxidation of different hydrocarbon–containing

molecules in mixtures with oxygen and air under nanosecond uniform discharge has
been performed additionally. We have investigated experimentally kinetics of C2H5OH,
CH3COCH3, C2H2 in their mixtures with oxygen and CO:O2 mixtures with small con-
trolled additives of water vapour.

Table 3.1: Investigated mixture.

Alkane CH4 C2H6 C3H8 C4H10 C5H12 C6H14

in mixture with O2 33.3% 22.2% 16.6% 13.3% 11.1% 9.5%
n mixture with air 11.11% – – – 3.03% 2.56%
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3.1 Experimental setup

The scheme of experimental setup is represented in Figure 3.1. The electric pulses yielded
to the discharge cell through 50-Ohm RF cable with 20 m length. The discharge cell
consisted of thin-wall quartz discharge tube with 5 cm inner and 4.7 cm outer diameters,
metallic screen, high and low-voltage electrodes. The screen was made of eight brass
rods with 12 mm diameters uniformly installed on the 7 cm distance from the cell axis.
The high voltage electrode had conical form with 60o opening angle. The low voltage
one was a ring connected to the screen directly. The distance between the edges of the
electrodes was 20 cm. The pressure of mixture during the oxidation process was controlled
by mechanotron pressure gauge MDx4C.
Electrical characteristics of the discharge were measured by capacitive gauge movable

along discharge cell axis and back current shunt mounted into the break of the supplying
cable screen. The back current shunt was installed on the distance from the discharge cell
at which incident to the cell and reflected from it current pulses are separated in time.
In all mixtures the emission intensity of the discharge was measured both in time

resolved (band pass of signal route was 150 MHz) and in integral regimes. Emission
intensities were measured through the optical CaF2 window with 3 cm diameter mounted
in the low-voltage ring electrode with using monochromator MDR-23 (its linear dispersion
was 1.2 nm/mm with 1200 groves per mm grating) and photomultiplier FEU-100 (rise-
time of signal was not longer than 3 ns, spectral sensitivity bandwidth was 200-800 nm).
Distance between the window and entry slit of monochromator was 12 cm, at that emission
from the practically whole discharge volume passed through monochomator.
Excluding potential distribution along the discharge tube all time resolved measure-

ments were fulfilled in time when discharge switch on and after finishing of oxidation
process in regime of averaging over 128 pulses (in our case time of averaging was 3.2 s).
Measurements of temporal-space dynamics of the potential distribution were fulfilled in
processed mixtures only.
In mixtures with methane absorption of He-Ne laser emission on 3.33922 µm was

measured in addition to general set of parameters.
Time resolved signals were registered by oscilloscope Tektronix TDS 380 (band pass

was 400 MHz). The integral measurements was fulfilled by oscilloscope S9-8 with 100,
200 and 400 s per scale.
Mixtures of heavy hydrocarbons were prepared under condition when partial pressure

of an alkane lower than saturated vapor pressure at room temperature. A portion of
an alkane was injected into the 10-liter vacuum-processed. The mass of the protion was
smaller on 20% than mass of saturated vapor pressure of this alkane in this volume at
room temperature. The control of pressure of gas in the volume (the pressure increased
and reached steady-state value in the process of alkane evaporation and heating up to the
room temperature) allowed to measure the alkane concentration in the volume. Later we
filled the volume by the oxygen up to the required pressure. Gases mixed during the two
days. After the experiments with the alkane-oxygen mixture, nitrogen was added in the
residuary mixture to obtain the alkane-air mixture.
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Figure 3.1: Experimental setup: 1 - discharge cell, 2,3 - electrodes, 4 - optical window
(CaF2), 5 - high-voltage generator, 6 - back current shunt, 7 - capacitive gauge, 8 -
monochromator, 9 - photomultiplier FEU-100, 10 - oscilloscopes S9-8 and TDS-380, 11
- computer, 12 - power supplies, 13 - He-Ne laser (λ = 3.3922µm), 14 – photodetector
Pb-Se.
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3.2 Experimental methods

3.2.1 Finding of electric current, electric field and energy input

The distribution of the potential along discharge cell Vi(t) was measured by capacitive
gauge mounted in sections xi =0.0; 3.6; 7.2; 10.8; 14.4; 18.0 cm sequentially. Section
x0 = 0.0 corresponded to the edge of conical electrode.
Measurements of the current through the high-voltage electrode J0(t) with the aid of

standard technique described in.114 Typical oscillogram of the signal from the shunt is
showed in the Figure 3.2a. The first pulse of the current (”incident”) is a pulse which
moves from the high-voltage generator to the discharge cell. This pulse reflects from the
discharge cell and returns to the shunt installation section in 100 ns. This is second pulse
(”reflected”) showed in the Figure 3.2. Further the pulse returns to the generator and
reflecting from it returns to the shunt and later to the discharge cell. That is the process
of pulse propagation repeats. Thus, the current shunt registers pair of pulses (”incident”
and ”reflected”), which come through it with period of 200 ns. The energy, which con-
tributes in the gas in the first pulse, is equal to the difference of energies of ”incident”
and ”reflected” pulses. The current, which passes through the discharge cell was obtained
from the continuity equation of charge at the section of the high voltage electrode (Fig-
ure 3.2). Taking into account directions of pulses propagation, which determine polarities
of signals on the back current shunt:

Figure 3.2: Characteristics measured by the current shunt: a) - the oscillogram of the
current in the cable, b) - the current through the high voltage electrode, c) - the high-
voltage electrode potential. The initial pressure of the mixture CH4+air is 1.5 torr.

J0(t) = Jsh(t) + Jsh(t+ 2∆t) (3.1)

where Jinc = Jsh(t) was the current in the incident pulse, Jref = Jsh(t+2∆t) is the current
in the reflected pulse (Figure 3.2), ∆t is the time of the pulse propagation from the current
shunt to the high-voltage electrode. Besides, the current shunt measurements allow to
obtain as the current through the high electrode so the potential on the electrode U0
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(Fig. 3.2). The potential on the high-voltage electrode is proportional to the difference
of currents in the first and second pulse of the pair:

U0(t) = R[Jsh(t)− Jsh(t+ 2∆t)], (3.2)

where R = 50 Ohm is the impedance of the RF cable.
To obtain electric field and current in different sections along the discharge cell we

used telegraph equations, at that the capacity and the inductance of discharge setup per
unit length expected to be constant. We calculated the capacity per unit length (C =
5.2 pF/cm) in the approximation that the excess charge accumulates near the cell wall.
The inductance per unit length (L = 2.8 nH/cm) was calculated in the approximation
that current density is uniform in all cross-sections of the discharge cell. The resistance
per unit length of the cell was assumed to be variable in space and time. Let us write
telegraph equation: {

∂V
∂x
+RJ = −L∂J

∂t
∂J
∂x

= −C ∂V
∂t

(3.3)

We assume that El(x, t) = J(x, t)R(x, t), where El(x, t) is a longitudinal component
of the electric field, which we denotes below as E,

{
∂V
∂x
+ E = −L∂J

∂t
∂J
∂x

= −C ∂V
∂t

(3.4)

where J(x, t) is a current, V (x, t) is a potential and R(x, t) is a resistance per unit length
in the section x at instant of time t.
Inasmuch as measurement were fulfilled in discrete set of point, to solve the problem we

approximate potential Vi(t) and current Ji(t) in sections linearly between these sections.
Then on the interval i = (xi, xi+1):

{
V = Vi(t) +

x−xi
xi+1−xi

(Vi+1(t)− Vi(t))

J = Ji(t) +
x−xi

xi+1−xi
(Ji+1(t)− Ji(t))

(3.5)

In the discrete approximation the second equation of the system (5.2) can be repre-
sented as

Ji+1(t)− Ji(t)

xi+1 − xi

= −C
∂V

∂t
(3.6)

The right side of the equation depends on x, but the left one does not depend on x, and so
to solve the equation we average the right side of the equation over the interval [xi, xi+1].

Ji+1 = Ji −
C(xi+1 − xi)

2

∂

∂t
[Vi + Vi+1] (3.7)

As result current in any given cross-section corresponded to the xi+1 coordinate is ex-
pressed by the relationship:

Ji+1 = J0 −
i∑

k=0

C(xk+1 − xk)

2

∂

∂t
[Vk + Vk+1] (3.8)

101



To obtain the electric field E we average the equation (3.4) over interval i = (xi, xi+1):

Ei+1(t) + Ei(t)

2
= −

Vi+1(t)− Vi(t)

xi+1 − xi

−
L

2

∂

∂t
[Ji(t) + Ji+1] (3.9)

Thus, taking into account the inductance and the capacity of the discharge cell the
current through the high-voltage electrode and the potential distribution along the dis-
charge cell measured experimentally were transformed to the current and the electric field
distributions along the discharge cell.
Obtained values E(x, t) and J(x, t) were used for calculating dynamics of contributed

power per unit volume P (x, t) = E(x, t)J(x, t)/S (S is a square of discharge tube cross-
section).
It is important to note that the used approximations do not allow describing the

electric field dynamics in the fast ionization wave front,94 as for the reason of using the
delta-function as the space sensitivity function of the capacitive gauge so for the reason
of neglect of radial components of the current and the electric field. However, beyond the
front and later, on the closing of the discharge to the low-voltage electrode stage these
approximations are quite justified.94 Using of the delta-function as the sensitivity function
did not allow to reconstruct the electric field near the cathode. It is necessary to note that
for the pressure p > 3 torr (range of the maximal energy contribution) in our experimental
condition the main part of the energy contributed in gas at later stage of discharge, and
so the cathode drop is negligible. Thus, the used method of the reconstruction allowed
to obtain the distribution of the electric field at the time range which was important for
the gas excitation.

3.2.2 Emission spectroscopy. Experimental investigation of op-
tical characteristics of the discharge.

Full oxidation of alkanes in our conditions takes place under the action of a few thousands
pulses (for tens and hundreds second), therefore integral over the time signal from the
photomultiplier tube contains information about the hydrocarbons oxidation process. As
the integrator the capacitor shunted the input of the oscilloscope was used. The integra-
tion time (τ0 = CR0 = 0.25 s) was ruled by capacity of the integrator C = 2.5 pF and
input resistance of oscilloscope R0 = 1 MOhm. Inasmuch as a photomultiplier tube is the
source of current, then the Ohm law for the measuring circuite can be written as

U

R0

+
dq

dt
= J, (3.10)

hence

U + τ
dU

dt
= R0J, (3.11)

where U is a voltage on a oscilloscope, q is a discharge of the capacitor, J is the current
from the multiplier.
Since as characteristic time of the discharge emission is much smaller than the integra-

tion time, then we can suppose that for the time of the emission the capacitor accumulates
charge only, at that the capacitor discharges through the oscilloscope for the time between
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pulses. Lifetimes of investigated states (< 10 µs) is much smaller than time between
pulses 1/f ≈ 25 ms. Hence, we can neglect by current of preceding pulses. Then we can
write current in the pulse came from the multiplier as

J(δt) =
IAkexcN

′
0

τl
exp

[
−
δt

τ effl

]
, (3.12)

where I is an emission intensity on a separated wavelength λ, A = A(λ) is the spectral
sensitivity of the optical system monochromator-photomultiplier, N ′

0 is a concentration of
non-excited molecules, from which an emitted states produced, kexc is the excitation of the
higher state of the transition constant, which integrated over the time of the excitation
in the one high-voltage pulse, τl is the radiative lifetime of the higher sates, τ

eff
l is an

effective lifetime of the higher state, δt is variable, which is the time from the arrival
of the last preceding pulse. The effective lifetime takes into account the radiative and
collisional deactivation of the state.

τ effl =
1

1/τl +N0

∑M
i αik

q
i

, (3.13)

whereM is a number of a stable components in a mixture, αi is a part of a component i, k
q
i

is a constant of quenching by i-component, N0 is a full concentration of stable component.
In a case of slow reacted mixture (mixture, which characteristic time of a composition

change is much more than an integration time) the excitation rate of the state kexc and
the effective lifetime τ effl weakly changes from pulse to pulse.
The initial voltage on the capacitor is equal to the residuary voltage of the preceding

pulse, and so we solve the equation (3.11) on the n + 1 interval of time with starting
condition Un+1(0) = Un(n/f):

Un+1 + τ0
dUn+1

dt
=
AR0kexcN

′
0

τl
exp

[
−

t

τ effl

]
(3.14)

The characteristic transient period of the signal from the photomultiplier has the order
of magnitude τ0, and if the characteristic time of the composition change of the mixture is
much more than τ0 then the solution of equation (3.14) is the superposition of the slowly
changed function < U > (t) and periodic function with the period 1/f and the amplitude
δU(t):

< U > ≈
AR0kexc(t)N

′
0(t)f

1 + τlN0

∑M
i αi(t)k

q
i

(3.15)

δU ≈
< U >

2τ0f
(3.16)

As the result of the every pulse of the discharge the peak of the emission decayed for the
time τ0 was observed, at the same time signals from consequently following pulses were
accumulated and formed the integral signal.
Thus, measured integral characteristics of emission give the information about current

composition of reactive mixture. In our case fτ0 ≈ 100, therefore the amplitude of
oscillations was not more than 3% from the average signal < U > (t). In data processing,
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signals from the oscilloscope were averaged over the period of discharge repeating, that
allowed to diminish the oscillations.
The control of emission intensity has been carried out for set of spectral transitions,

at that some bands have been overlapped. In the Table 3.2 transitions, which were
controlled in all mixtures are represented. Table 3.3 contains transitions, which have
been investigated in mixtures with air, in addition to those represented in the Table 3.2.
It is necessary to note that intensities of the transitions mentioned in the Table 3.3 were
so large that the emission of the overlapped bands was negligible.

Table 3.2: Transitions, controlled in all mixtures.

λ,nm δλ, nm measured band overlapped
system of bands

518.6 nm 2.8 nm CO Angstrom, —
CO(B1Σ, v′ = 0→ A1Π, v′′ = 2)

430 nm 3 nm CH(A2∆, v′ = 0→ X2Π, v′′ = 0) CO+
2 (A

2Π→ X2Π),
first negative and
second positive

systems of nitrogen
307.8 nm 3.4 nm OH(A2Σ, v′ = 0→ X2Π, v′′ = 0) CO+

2 (A
2Π→ X2Π)

second positive
systems of nitrogen,

290 nm 2.8 nm CO+
2 (B

2Σ→ X2Π, δv = 0) OH(A2Σ→ X2Π)

Table 3.3: Transitions, controlled in air mixtures.

λ,nm δλ, nm measured band overlapped
system of bands

258.2 nm 3.7 nm γ–system NO, —
NO(A2Σ→ X2Π, δv = 3)

490 nm 3.7 nm N2(C
3Π, v′ = 1→ B3Π, v′′ = 7) CO+

2 (A
2Π→ X2Π)

669.6 nm 3.7 nm N2(B
3Π, v′ = 6→ A3Σ, v′′ = 3) CO+

2 (A
2Π→ X2Π)

469.2 nm 3.3 nm N+
2 (B

2Σ, v′ = 0→ X2Σ, v′′ = 2) CO+
2 (A

2Π→ X2Π)

In the case of essential overlap of the emitted bands to identify the band the emission
intensities were measured in time-resolved regime for instants at the time when discharge
switched on and when oxidation process was finished (when signal from the photomul-
tiplier reached steady-state value). Also, measurements of emission intensities in time
resolved regime were used for obtaining quenching constant rates in initial and final mix-
tures. Taking into account the constant rates of the quenching the excitation rates of
higher states have been obtained.
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3.2.3 Absorption spectroscopy. Methane concentration mea-
surements.

The methane concentration was measured by absorption of the emission of the He-Ne
laser LGN-118 (λ = 3.3922 µm). The laser emission, which wavelength is practically the
same as wavelength of the vibrational transition of the asymmetric mode of the CH3-
group vibration, propagated through the discharge cell by the mixture perpendicularly to
its axis and came to the Pb–Se (band of the spectral sensitivity is 2–4 µm).Filling the
discharge cell by the mixture we registered signals from mechanotron and photodetector
by oscilloscope S9-8 simultaneously. By the known composition of mixture and obtained
dependence of signal from photodetector on the mixture pressure I(p) the calibration
curve I([CH4]) was obtained for every experiment. Concentrations of other alkanes did
not measured by technique owing to small coefficients of absorption on the wavelength
3.3922 mum fo other alkanes and those lower concentrations in stoichiometric and lean
mixtures.

3.3 Results and discussion

3.3.1 Electrodynamic situation of the discharge.

Distributions of potential, current, reduced electric field and power per unit volume along
discharge gap obtained from capacitive gauge and shunt measurements in methane-air
stoichiometric mixture are represented in the Figure 3.3. With the aim to investigate the
behavior of the electrodynamic characteristics in the high pressure region these character-
istic have been measured at pressure 18 torr in addition to the standard set of parameters.
Let us consider importance of taking into account of the capacity and the inductance

of the discharge cell. From the equation (3.4) it is followed that

E = −
∂V

∂x
− L

∂J

∂t

Thus, it is important to take into account the inductance in the case of low electric field
and fast change of the current. From the Figure 3.3 it is seen, that the low electric
field with fast change of current was realized on the back front of the high-voltage pulse.
For pressure 6.05 torr this is the time interval t > 25 ns, as it is clearly seen from the
Figure 3.3. So, for t = 25 ns the rate of rise of the current amounted to the 20 A/ns
and inductive addition to the electric field amounted to 60 V/cm or 10 V/(cm torr),
that comparable to the electric field value itself. The fast ionization wave development
is caused by charging of capacity of the discharge cell, therefore the current on the wave
stage decreased with the increasing distance from the high-voltage electrode. On the later
stages of the discharge the influence of the capacity is negligible.
As a whole, electrodynamic situation of the discharge in the relatively short discharge

gap is comprehensive and essentially differs from the situation in the long gap.94 Typical
values of the fast ionization wave velocity amounted to 2–3 cm/ns, and the time of the wave
propagation along the discharge cell was 7–15 ns, that was shorter than pulse duration.
Because of this feature the regime of short circuit, which did not observed in,94 was
realized in our conditions. In this regime the electric field density and current do not vary
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Figure 3.3: Electrodynamics characteristics in the first high voltage pulse represented
for three different pressures — 1.51, 6.05 and 18 torr. Potential distributions U(t) are
represented in sections x =0.0, 3.6, 7.2, 10.8, 14.4, 18.0 cm. Distributions of reduced
electric fields E(t)/p, currents J(t), volumetric power densities W (t) averaged over the
intervals are represented for the intervals 0.0–3.6, 3.6–7.2, 7.2–10.8, 10.8–14.4 and 14.4–
18.0 cm. Curves are enumerated from 1 to 6 for the potential and from 1 to 6 for other
values consequently. Arrows in figures show directions of curves shifts with the consequent
change from the 1-st to the 6-th section for voltage and from the 1-st to 5-th interval for
other values. The mixture is the products of the oxidation of CH4 in the methane–air
stoichiometric mixture.
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along the discharge cell, and relatively slow change in time. For example, at the pressure
p = 6.05 torr this stage began with t = 10 ns.

Figure 3.4: Distributions of the potential in the first high-voltage pulse for the pressure
0.76 torr in sections x =0.0, 3.6, 7.2, 10.8, 14.4, 18.0 cm, which are enumerated from
1 to 6 consequently. The mixture is products of oxidation of CH4 in the stoichiometric
mixture with air.

At the pressure 0.76 torr precursor, which is the fast ionization wave developed on the
background of the high value of cathode drop and characterizes by weak current through
the cathode (in the Figure 3.4 t < 8 ns), stand out. The development of the precursor
and main ionization wave in the long tube has been investigated in detail in.94,115 The
start of the main wave leads to the compensation of the positive charge in vicinity of the
cathode and to sharp reduction of the cathode drop.
It has been shown that, the precursor appeared on the initial stage of the discharge,
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and its development was ruled by polarization current near the cathode, at the same time
the emission current was the relatively weak. The polarization near the cathode led to
the growth of electric field near the cathode and to the sharp growth of the emission
current, which resulted to the main wave start. The main wave propagates through the
pre-ionized gas with the velocity, which is much more higher than velocity of the velocity
of precursor, and catched up it. After the main wave merging with the precursor the
only one ionization wave propagates forward. The velocity of this wave is higher than the
velocity of the precursor and lower the velocity of the main wave before merging. The
main wave start leads to the compensation of the exceed positive charge near the cathode
and to sharp reduction of the cathode drop, so in94 after the main wave start the cathode
drop was lower than the level of the experimental inaccuracy.
In our case, at a pressure of 0.76 torr two characteristic features can be noted: before

main wave start the precursor reaches anode; during all time of the discharge the essential
cathode drop is observed. The first feature can be explained by the fact, that the length
of the discharge tube in this work (20 cm) is shorter by three times then one in the work94

(60 cm), and so with approximately the same values of the delay time of the main wave
start and the precursor velocity the precursor has time to reach anode before start of the
main wave. This feature leads to the main wave propagation through the pre-ionized gas
and so it passes the discharge cell for 2 ns approximately (main wave velocity is about
1010 cm/c). The second feature is also explained by the difference of the discharge cell
sizes, as lower length, so that the diameter is large by 2.5 times, in our case than in.94 For
the comparable electron density the resistance of the discharge cell, excluding cathode
layer, was smaller by 20 times in our case than in.94 As the consequence, the essential
higher voltage dropped on the cathode layer in our case.
At low pressures (p < 4 torr) both ionization wave development and short circuit stage

take place on the background of high cathode drop. It is important to note, that the
electric field in the cathode layer at p < 4 torr essentially higher (by orders of magnitude)
than it showed in the figure, owing to the essential value (about screen diameter) of the
halfwidth of the capacitive gauge sensitivity function.94 The thickness of the cathode
layer can be estimated using the theory of glow discharge. In our experimental condition
the cathode layer corresponded to the case of the anomalous glow discharge, since typical
current density amounted to some or dozens of A/cm2, that is more by 3–4 of the order
of the magnitude than the normal current density. From this directly follows, that the
parameter (pd) was approximately equal to value (pd)norm/e [torr·cm],

15 where d is the
cathode layer width, (pd)norm is the normal reduced cathode layer width. For aluminum
cathode in air (pd)norm ≈ 0.25 [torr·cm],

15 from which follows pd ≈ 0.09 [torr·]cm. For the
pressure p = 0.76 tor — d = 1.2 mm, and for the pressure p = 9.83 torr — d ≈ 100µm.
Lets consider data at the pressure p = 1.51 torr in more detail. The cathode layer thick-

ness was equal to d = 0.6 mm. In the Figure 3.3 it is clearly seen, that in the discharge cell
quasisteady-state distribution of the electric field was formed beginning at t = 10 ns. Volt-
age on the discharge cell in this moment amounted to 20 kV approximately (Figure 3.2),
at the same time on the discharge cell, excluding cathode, drops 10 kV approximately
(from Figure 3.3 it is clearly seen that at the point x = 3.6 cm voltage amounted to 8 kV
and electric field in the main part of discharge cell amounted to ∼ 600 V/cm). Thus,
the electric field in the cathode layer amounted to (20000− 10000)/0.06 = 1.7 · 105 V/cm
approximately. This value is enough to vacuum breakdown in a discharge gap with an
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aluminum cathode trained by a pulsed discharge.116 In the next 3 ns potential drop on
the main part of the discharge column decreased to ∼2 kV. For the same time potential
on the high voltage electrode practically remained unchanged (decreased to 19 kV), that
led to the growth of the electric field in the cathode layer up to 2.8 · 105 V/cm and to
the multiply growth of the field-emission current from the cathode. The growth of the
emission current led to the field-emission breakdown of the cathode layer and formation of
the wave of the repeated breakdown, which redistributed potential between the cathode
layer and the main part of the discharge column. It is seen from the Figure 3.4 that for
pressure 0.76 torr two waves of the repeated breakdown (t = 20 ns and t = 27 ns) were
observed; for the pressure range p = 1.51 − 3.02 torr cathode layer was unloaded only
ones, for higher pressures it was not unloaded for all time of the pulse (Figure 3.3).
Fulfilled analysis allowed to predicate that for pressures lower than 3–4 torr the con-

siderable part of energy contributes to the thin cathode layer. Besides, the considerable
part of the energy contributes on the stage of the ionization wave propagation. At the
same time it is clearly seen from the figure that already for pressure 3.02 torr the main
part energy contributed in gas on the short circuit stage at that part of energy contributed
in the cathode layer for all time of the discharge and in the main part of the discharge
column in the wave propagation stage was negligible. For pressures higher then 10 torr
the energy contribution on the short circuit stage decreased when the pressure increased,
but even for the 18 torr pressure its value was higher that one in the wave stage by 3
times.
As it has been shown previously, a part of the pulse reflected from the discharge cell

and returned to the generator, reflected from it and came to the discharge cell again.
The discharge initiated by these secondary pulses formed on the stage of short circuit
immediately. Cathode drop in these pulses was not observed for pressure more than 0.76
torr and so the energy contribution in these pulses was uniform.
Dependence of the energy contribution on pressure is showed in the Figure 3.5. It is

clearly seen that for the pressure of 0.76 torr the energy contribution in the second pulse
is higher than it in the first pulse. With the growth of pressure the energy contribution
increases and reaches the maximum value with pressure 3.5 torr approximately, while the
energy contribution in the second pulse decreases and beginning with pressure 3.5 torr
become the constant. The energy contribution in the third and others pulses are lower
than 2%. It is important to note that high value of energy contribution in the second
pulse partially compensates nonuniformity of the contribution at low pressures.
Thus, the main part of energy in the pressure range (0.76–10.6 torr), in which in-

vestigations were fulfilled, contributes in gas on the stage of short circuit in the first or
the second pulse. At the same time nonuniformity of the discharge caused by cathode
layer can be neglected. The noted feature allows measuring local electric field and current
during the time of maximal energy contribution using only a back current shunt, that
is especially important for investigation of chemical reactive mixtures, in which changes
of a composition lead to the changes of electrodynamic characteristics. The electrical
measurements, which were fulfilled in the processed stoichiometric mixtures (from ethane
to hexane) with oxygen or air, gave results, which are the same as the above-mentioned.
In the Figure 3.6 the energy contribution is represented for all investigated mixture

in the beginning of the discharge and after oxidation process. The total energy of the
pulse reaches to 60 mJ. It is seen from the figure that in the beginning of the process
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Figure 3.5: The energy input in the discharge for the first and the second pulses in the
processed methane-air mixture in dependence on the initial pressure of the mixture.

of oxidation the energy contribution in any mixture with oxygen for pressures higher
than 3 torr is systematically higher than for a mixture with air. With the growth of the
pressure the difference increases and reaches 12% for the p = 10.6 torr. In processed
mixtures variations of the energy contribution from a mixture to a mixture are negligible
and even presence of nitrogen does not effect essentially. The energy contribution in the
methane–oxygen processed mixture only is rather higher than one in other mixtures.

3.3.2 Kinetics of alkanes oxidation in the discharge.

Emission spectra of the discharge in the pure methane and in the processed methane-
oxygen stoichiometric mixture are represented in the figure 3.7. The spectrum in the pure
methane consist of the repulsive continuum of hydrogen (the transition H2(a

3Π − b3Σ)).
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Figure 3.6: The sum of the energy input in the first and the second high-voltage pulses:
a) in the initial mixture, b) in the mixture transformed by the discharge.

The emission band of CH(A2∆ → X2Π)which corresponds to the transition v′ = 0 →
v′′ = 0 is good identified. The main part of molecular bands of visible and near ultraviolet
ranges, which appears in the processed methane-oxygen mixture, belongs to the molecule
CO+

2 (A
2Π). Bands of the radical OH(A2Σ → X2Π)are also clearly stands out. We are

able to identify and control some weak bands of CO Angstrom system (CO(B1Σ→ A1Π)).
From the figure it is clearly seen that the CH(A2∆ → X2Π) band emission in the

methane strongly overlaps by the CO+
2 (A

2Π → X2Π) in the mixture. Hence, on the
early stage of methane-oxygen mixture processing it is important to take necessary steps
to separate these bands. The OH(A2Σ → X2Π) spectrum also overlaps by the CO+

2

emission spectrum. In mixtures of alkanes with air multiple and strong bands of 1-st
negative and 1-st and 2-nd positive systems of nitrogen appear in the spectrum. They
partially overlap the emission spectrum of CH, CO+

2 and OH bands. In the system of
Angstrom the band on the 518.6 nm is not overlaped by another bands. In all experiments
weak lines of Balmer series of hydrogen were observed.
As it has been indicated above, the identification of bands in the case, when they over-

lap in a narrow spectral band, was realized on the basis of the time-resolved experiments
with nanosecond resolution. In the Figure 3.8 the example of time resolved signals of emis-
sion on 430 nm wavelength at the beginning of the oxidation process and after finishing
are represented. Two peaks of the emission corresponded to two pulses of high-voltage are
clearly seen. The decay of emission can be approximated with the good accuracy by the
sum of two exponential functions with the essentially different characteristic time. It is
well known that lifetime of CO+

2 (A
2Π) state (τ =124 ns,117) is larger by the several times

than the lifetime of CH(A2∆) (τ =600 ns,118). Then the exponent with larger character-
istic time was corresponded to the emission of the CH(A2∆) state, and with the smaller
one was corresponded to the emission CO+

2 (B
2Σ) state. From this figure, it clearly seen

that the emission intensity, which is corresponded to CH(A2∆ → X2Π) transition de-
creases by several times in oxidation process and the emission intensity corresponded to
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Figure 3.7: Spectrum of the discharge emission a) — in pure methane and b) — in the
processed methane-oxygen mixture. The pressure is 4 torr.

CO+
2 (A

2Π → X2Π)transition, increases by several times on the contrary. The lifetime
and quenching constants obtained for the “fast” emission were practically the same as for
the emission CO+

2 on the 290 nm wavelength, and so the integral dependence on time of
the emission intensity of CH(A2∆ → X2Π) can be obtained by the subtraction of the
standardized curve of the emission on 290 nm wavelength from the curve of the emission
measured on the wavelength 430 nm. The normalization factor was selected so that the
time-resolved signal of the emission on the 290 nm was in close agreement with the “fast”
signal on the 430 nm wavelenght.
The time-resolved measurements allowed to select interval of wavelength capable to

measuring the emission of OH(A2Σ). In this interval the overlap by both nitrogen sec-
ond negative system of bands and carbon dioxide band is negligible. The CO+

2 (B
2Σ →

X2Π) overlap by OH(A2Σ → X2Π) bands, corresponded to the transition from (v′ =
1− 3) vibrational states was negligible for 290 nm wavelength.
The listed bands of the molecules were registered in all investigated stoichiometric

mixtures, both in mixtures with oxygen and with air, and these bands were used as
indicators of hydrocarbons oxidation process in the discharge.
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Figure 3.8: Timeresolved intensities of the emission on the wavelength λ = 430 nm in
the initial (CH4+O2) and the corresponded processed mixtures. The initial pressure is
3.78 torr.

Taking into account quenching constants and life-time of these states, measured in
time-resolved experiments (the method is described in detail in92), excitation rates of
emitting states integrated over the discharge action time were reconstructed. It is neces-
sary to note that quenching constants of ions CO+

2 (B
2Σ), CO+

2 (A
2Π) and N+

2 (B
2Σ) by

reagents and products are not differ practically. On the contrary, quenching constants of
CO(B1Σ), CH(A2∆) and OH(A2Σ) states are approximately 30-50% higher in products
than these in reagents. This fact can be explained by appearance of water in the products.
In stoichiometric mixtures of alkanes with air excitation rates of N2(C

3Π, v′ = 1),
N2(B

3Π, v′ = 6) and N+
2 (B

2Σ, v′ = 0) have been obtained on the basis of the time-
resolved emission of transitions N2(C

3Π, v′ = 1 → B3Π, v′′ = 7), N2(B
3Π, v′ = 6 →

A3Σ, v′′ = 3) and N+
2 (B

2Σ, v′ = 0 → X2Σ, v′′ = 2). These rates were reconstructed
at the instant of time when discharge switched on and after the oxidation is fulfilled.
We integrated these rates over the time of the discharge. It has been shown that the
integral rates in the instant of time corresponded to the discharge beginning are not
changed to the instant, when oxidation was fulfilled, on 10% for N2(C

3Π) and N+
2 (B

2Σ)
states. At that, in the process of oxidation the rate of N+

2 (B
2Σ, v′ = 0) state excita-

tion diminished on 25% approximately. In the work92 under analogous condition it has
been shown that N2(C

3Π, v′ = 1) and N+
2 (B

2Σ, v′ = 0) states are excited by the di-
rect electron impact from the ground state of molecular nitrogen. Inasmuch as in the
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discharge the nitrogen concentration is practically constant that the integral rates con-
stants of N2(C

3Π, v′ = 1) and N+
2 (B

2Σ, v′ = 0) sates excitation are changed in the
process of oxidation on 10% and 25% correspondingly. We noted that the excitation of
N2(C

3Π, v′ = 1) and N+
2 (B

2Σ, v′ = 0) takes place during the pulses of the high-voltage, at
that time N2(B

3Π, v′ = 6) excites in the discharge afterglow in generally and its excitation
rate was correlated with the emission of N2(C

3Π, v′ = 1→ B3Π, v′′ = 7) transition. From
this fact followed that the N2(B

3Π, v′ = 6) state excited in processes of deactivation of
N2(C

3Π) state. Thresholds of excitation of N2(C
3Π, v′ = 1) and N+

2 (B
2Σ, v′ = 0) states

by electron impact are equal to ∼12 and 19 eV correspondingly. Inasmuch as thresholds
of all investigated states are lower than 19 eV, it can be assumed that constant rates of
excitation of these electronic states integrated over the discharge emission time were not
changed more than on 25% during the oxidation process. At the same time the threshold
is lower the change of rate constant in oxidation process is smaller.
Thus, composition mixture changes in the oxidation process is caused by changes of

quenching and excitation rates change an integral intensity of any controlled band no
more than 50 %. Hence, on the basis of the integral emission intensity we can obtain
qualitative dependencies of concentrations, from which produced excited states. At the
same time this fact weakly influences on the characteristic time obtained from the integral
emission of transitions CO(B1Σ → A1Π), CO+

2 (B
2Σ → X2Π), OH(A2Σ → X2Π) and

CH(A2∆→ X2Π).
The dependencies of the integral intensity of the emission on time in the methane mix-

tures were approximated by the function exp(−t/τ(p)) or the function 1− exp(−t/τ(p))
with the good accuracy (see Figure 3.9). It is necessary to note that in the experi-
ment the full oxidation of methane was registered that clearly seen by the [CH4](t) curve
obtained from laser absorption measurements in the Figure 3.9. Here you can see the
integral emission of CH(A2∆ → X2Π) radical. It is clearly seen, that beginning with
the discharge practically the curve of the emission intensity of CH(A2∆ → X2Π) is
not differ form the methane concentration curve. This fact allows to assume that the
CH(A2∆→ X2Π) emission is the good indicator of hydrocarbons in the discharge.
In mixtures of alkanes, which is more heavy than methane, dependencies of emission

have more comprehensive form that can be explained by accumulation of intermediates
(probably CO and unsaturated hydrocarbons) in the alkane oxidation process and conse-
quent those afteroxidation. The example of integral oxidation of the ethane for 7.54 torr
pressure is represented in the Figure 3.10. It is clearly seen that curves are not described
by simple functions and essentially differ from each other.
In the Figure 3.11 times of the full oxidation obtained from emissions of different

bands are showed for mixtures of alkanes from ethane to hexane with oxygen. Time of
full oxidation is defined as time at which the signal from photomultiplier reaches level
of 0.95I∞ for wavelengths (290 and 307,8 nm) corresponded to OH(A2Σ → X2Π) and
CO(B1Σ→ A1Π) transition and level 1.05I∞ for wavelengths (430 and 518.6 nm) corre-
sponded to CO+

2 (B
2Σ→ X2Π) and CH(A2∆→ X2Π) transitions.

It is important to note that times of oxidation obtained from emission of different
bands in the same experimental condition are rather different, owing to different influence
of processes of excitation and quenching on different states during the mixture trans-
formation, but times obtained from emission of the same band in different mixtures are
practically the same within the experimental accuracy. Because of the fact that the
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Figure 3.9: Integral over time emission intensities of transitions CH(A2∆ → X2Π),
CO(B1Σ → A1Π), OH(A2Σ → X2Π) and methane concentration, measured by the ab-
sorption of the He-Ne laser emission on the wavelenght λ = 3.3922µ m, in the discharge.
The initial pressure of the mixture CH4+O2 is 7.56 torr.

experimental dispersion is minimal for the time obtained from CO(B1Σ → A1Π)band
emission, we designate time obtained from the emission of this band as the time of alkane
full oxidation.
In the Figure 3.12 and in the table 3.4 times of full oxidation for different alkanes are

represented. It is clearly seen, that time of methane full oxidation is nearly twice as large
as times of full oxidation for other alkanes as in mixtures with oxygen so in mixtures
with air. For other alkanes times of full oxidation are not differ with the experimental
dispersion. In mixture with air times of full oxidation are twice or more as small as times
in the same mixtures with oxygen. Taking into account that total quantity of alkanes
smaller in stoichiometric mixtures with air than one in mixtures with oxygen, rates of
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Figure 3.10: Integral over time emission intensities of transitions CH(A2∆ → X2Π),
CO(B1Σ → A1Π), CO+

2 (B
2Σ → X2Π) and OH(A2Σ → X2Π) in the discharge. The

initial pressure of the mixture C2H6+O2 is 7.56 torr.

allkanes in mixtures with oxygen oxidation are twice as small as one in mixtures with
oxygen.
Thus, stoichiometric mixtures of alkanes with air and oxygen under nanosecond uni-

form discharge action at ambient temperature have been oxidized entirely. Oxidation of
all alkanes beginning with ethane takes place for the same time in stoichiometric mixtures.
The methane oxidizes in two times more slowly than other investigated alkanes.
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Figure 3.11: Dependencies of alkanes full oxidation times on initial pressures of stoi-
chiometric mixtures, obtained from CH(A2∆ → X2Π), CO(B1Σ → A1Π), CO+

2 (B
2Σ →

X2Π), OH(A2Σ→ X2Π) bands emissions.

3.3.3 C4H10 oxidation in lean mixtures with oxygen under na-
nosecond discharge

As indicated above, oxidation of alkanes beginning with ethane under nanosecond dis-
charge action proceeds for the same time under the same experimental conditions (initial
pressure, energy input). One can explain this fact most logically in approximation of weak
influence of excited and charged particles producing by electron impact to molecules of
fuel in compare with influence of the impact to molecules of oxygen, intermediates and
products, at first time water. It is known that electron impact thresholds of alkanes (in set
methane–propane) dissociation reduce on 1 eV approximately with a increasing on a car-

117



Table 3.4: Times of full oxidation of alkanes τox in s, obtained from emission intensity of
the emission CO(B1Σ → A1Π) transition, represented in dependence of initial pressure
mixture.

Pressure, Torr 0.76 1.51 2.27 3.02 3.78 4.54 5.29
CH4 + O2 17 43 63 69 74 84 97
C2H6 + O2 28 27 24 26 30 36 44
C3H8 + O2 25 25 24 26 30 39 44
C4H10 + O2 26 25 24 26 29 38 42
C5H12 + O2 18 24 26 25 31 38 47
C6H14 + O2 23 27 24 25 34 38 51
CH4 + air 26 18 19 24 22 29 33
C5H12 + air 34 16 14 14 16 18 19
C6H14 + air 45 13 17 17 17 14 20
Pressure, Torr 6.05 6.80 7.56 8.32 9.07 9.83 10.06
CH4 + O2 125 149 131 172 175 320 294
C2H6 + O2 51 61 67 80 87 110 131
C3H8 + O2 50 58 69 81 93 114 135
C4H10 + O2 46 54 69 87 100 121 144
C5H12 + O2 53 63 71 90 104 118 143
C6H14 + O2 53 73 69 81 88 109 130
CH4 + air 34 44 46 47 56 73 –
C5H12 + air 20 20 25 33 34 37 45
C6H14 + air 22 22 22 28 27 33 35

bon’s atom. Steric factor increases proportionally to a quantity of C atom in molecules of
alkanes, at the same time a concentration of an alkan in stoichiometric mixture decreases
inversely proportional to the quantity of C atom. Thus, it should be expected, that with
change of stoichiometric mixtures from light to heavy alkanes the variation of an alkane
concentration be compensated by variation of steric factor. However, with a quantity of
carbon’s atom in an alkane molecule increasing a dissociation threshold by electron impact
is decreased. It should be expected, of course, faster oxidation of more heavy alkanes in
compare with more lightly, which did not obtain in experiments. Let us consider possible
explanations of this fact.

1. Heavy alkanes are destroyed quickly under electron impact action and transformed
to an intermediate, which is the same for all alkanes beginning ethane and slow
oxidized in the discharge. At this case the rate of alkane oxidation is ruled by the
oxidation rate of this intermediate. Ethane is unique from hydrocarbons, which can
pretended on the role of this intermediate, because of C2H2 and C2H4, and so alco-
hols and aldehydes have essentially lower thresholds of electron impact dissociation
and its decay in discharge can not limit the rate of oxidation. It is evidently, that
in the results of the dissociation of heavy alkanes, ethane cannot be generated only.
In this process hydrocarbon radicals are generated too. Moreover, most probably
products of dissociation are multiple alkyl radicals. Recombination of these radical
can give ethane, but cannot be essential process in the oxygen presence. These
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Figure 3.12: Dependencies of alkanes full oxidation times on initial pressures of stoi-
chiometric mixtures, obtained from CO(B1Σ → A1Π) band emission. The data for
the stoichiometric mixtures of oxygen with alkanes from ethane to hexane are denoted
as “C2–C6+O2”, and data for the stoichiometric mixtures of oxygen with alkanes from
ethane to hexane are denoted as “C5–C6+air” (see table 1 and 4).

radicals have not time to recombine and are converted to alkylperoxyradicals very
quickly.

2. Thus, it does not exist a hydrocarbon, which can pretend to the role of the stable
unique intermediate. It is evidently, that this role can be ascribed to CO. However,
emission of CH(A2∆ → X2Π) radical sharply increases when discharge switch on
and later decreased relatively slow during all time of oxidation process, at that inten-
sity of this band emission weakly changes for different alkane beginning with ethane
stoichiometric mixtures. Thus, assumption about that heavy alkanes are oxidized
to CO rapidly and later CO is oxidized to CO2 slowly is wrong. Nevertheless, CO
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Figure 3.13: The sum of the energy input in the first and the second high-voltage pulses:
a) in the initial mixture, b) in the mixture transformed by the discharge.

is the main intermediate in alkanes oxidation process. Let us suppose now, that
the dissociation of alkanes occur under very high-reduced electric field conditions,
when average electron energy high then electron impact thresholds of any alkanes
beginning with ethane. Then rate of dissociation weakly depends on the values of
thresholds and depends on steric factor of molecule and alkane concentration. At
that it is assumed that molecule of any heavy alkane dissociate to radicals, which
are oxidized to water and carbon dioxide.

3. Excitation of molecular oxygen, its dissociation and ionization and so may be exci-
tation and dissociation of products (at first time water) and intermediates entirely
govern the alkanes oxidation. It is need to note, that in stoichiometric mixtures
the quantity of oxygen is weakly varied from an alkane to another alkane and af-
ter processing in all mixtures the same quantity of water is produced. Difference
in quantity of the carbon dioxide produced in oxidation process in all mixtures is
negligible. So, the quantity of oxygen in stoichiometric mixture with ethane is 20%
lower than it in mixture with hexane, on the same percents quantity of carbon
dioxide produced in oxidation process is lower. It is necessary to note that water
dissociates by electron impact more easily in comparison with carbon dioxide —
water has lager absolute values of cross-sections of electron impact processes and
essentially lowers thresholds; radicals generated from water are more active.

Thus, produced active particles of oxidant react with non-excited hydrocarbon’s molecules,
at that excitation, dissociation and ionization of hydrocarbons itself do not influence on
oxidation rate. At that charge and energy transfers from atoms, molecules and ions of
oxygen, products and intermediates to the hydrocarbon weakly influence on the oxidation
process, otherwise we should be return to hypothesis of universal slowly oxidized inter-
mediate. That is, only chemical reactions with non-excited hydrocarbons and excited
oxidants can influence on the oxidation rate. Thus, the first choice of explanation is im-
probable. The second choice needs the electron energy should be higher 7 eV, and it is
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Figure 3.14: Integral over time emission intensities of transition CO(B1Σ→ A1Π) in the
discharge. The initial pressures of the mixtures are 1.51 torr for a), 5.29 torr for b) and
9.83 Torr for c).

improbable too, however to make a correct choice we have to perform a set of additional
experiments. Using the methods described above, we have investigated oxidation of lean
mixture of butane with oxygen. In the Figure 3.13 the energy input for stoichiometric and
some lean mixtures in dependence on the mixture pressure is represented. It is clearly
seen that changes of energy input with equivalence ratio are not higher than 13% of pulse
energy and specifically small for the range of maximum energy input in the initial mixture.
And so we can assume that the discharge condition, which control excitation processes
are not differ essentially for mixtures with different equivalence ratio from 0 to 1. In
the Figure 3.14 dynamics of the CO(B1Σ → A1Π) integral emission in the investigated
mixtures is represented. It has clearly seen that with decreasing of the equivalence ratio
the time of full oxidation decreases. Based on this, we discard the second hypothesis. Re-
ally, if the oxidation time is controlled by rates of excitation, dissociation and ionization
of butane, then the time of full oxidation should not depend on the equivalence ratio,
because with decreasing of the equivalence ratio the initial concentration of butane and
the rate of oxidation decrease proportionally. Also it is necessary to note that there are
growing parts of emission curves which practically coincides to each over.
Time of full oxidation obtained from CO(B1Σ→ A1Π) integral emission and time of

of maximum of CO(B1Σ→ A1Π) emission are represented in the Figure 3.15. It is clearly
seen that the time decreases linearly with decreasing the equivalence ratio that should be
expected in the case of weak influence of excitation, dissociation and ionization of alkanes
by the discharge. Really, the quantity of oxygen in stoichiometric mixture differs from
it in mixture with equivalence ratio 0.1 on 11%, hence variations of concentrations of
excited molecules, ions and atoms of oxygen no more than 11%. At the same time the
concentration of butane changes in one order of magnitude, therefore dependence of time
of full oxidation on equivalence ratio have to be linear with the good accuracy. Thus,
under our experimental condition, excitation, ionization and dissociation of an alkane
by electron impact did not influence on the rate of the alkane oxidation. The oxidation
process is controlled by processes of producing of ions, excited molecules and atoms from
oxygen, water, and carbon dioxide and probably from intermediates, which produce on
the early stage of hydrocarbons oxidation process.
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Figure 3.15: Time of full oxidation obtained from CO(B1Σ → A1Π) band emission - a)
and time of CO(B1Σ→ A1Π) band emission maximum versus initial pressure of butane
with oxygen lean mixtures.

3.3.4 C10H22 oxidation in lean mixture with oxygen under na-
nosecond discharge action

Real fuels used in internal-combustion engines consist of hydrocarbons C8-C16, therefore
it should be examinate universality of above drawn conclusions on the example of alkane
higher than C6. For this work we chouse n-decane C10H22. At 25

oC saturated vapor
pressure of n-decane is equal 0.9 torr, and so the maximal pressure of stoichiometric
mixture with oxygen is equal 18 torr. The preparation of the mixture was analogous
as for hexane and pentane mixtures. A portion of decane was injected into the 10-liter
vacuum-processed volume. The portion of decane was smaller than value of saturated
vapor pressure of n-decane at 25oC in 10-liter volume. Later we added oxygen into the
volume. The mixture was mixed by ventilator. In spite of the forced mixing, concentration
of decane increases very slowly (Figure 3.16), that we explained by very slow evaporation
of decane under ambient temperature condition.
As unit was used the emission intensity of OH(A2Σ → X2Π) in the processed stoi-

chiometric mixture of butane with oxygen. We controlled the concentration of decane by
following method. The current mixture was oxidized in nanosecond discharge. The spec-
trum of emission of the mixture compared with spectra obtained in processed mixtures
of butane and oxygen with different equivalence ratios. Let us consider the method of
equivalence ratio determination in detail. Oxidation of alkanes in stoichiometric mixture
with oxygen is described by total reaction:

CnH2(n+1) + (3n+ 1)/2O2 = nCO2 + (n+ 1)H2O (3.17)

Let us suppose that N is total a quantity of molecules in discharge volume, then a quantity
of alkane molecules is:

[CnH2(n+1)] = 2/3N/(n+ 1), (3.18)

and quantity of oxygen molecules amounts to

[O2] = N(n+ 1/3)/(n+ 1). (3.19)

Further, quantity of hydrogen atoms is

[H] = [CnH2(n+1)]/2/(n+ 1) = 4/3N, (3.20)
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Figure 3.16: Intensity of OH(A2Σ → X2Π)band emission in the processed mixture of
decane with oxygen versus time of mixing. The unit emission intensity level coincides
to the emission intensity of OH(A2Σ→ X2Π) in butane-oxygen stoichiometric mixture.
The initial pressure of the mixture C10H22+O2 is 4 torr.

and quantity of carbon atoms is

[C] = [CnH2(n+1)]n = 2/3N/(n+ 1)n = 2/3N/(1 + 1/n). (3.21)

Then quantity of carbon dioxide molecules in the processed mixture is

[CO2] = 2/3N/(1 + 1/n), (3.22)

and quantity of water molecules is

[H2O] = [H]/2 = 2/3N. (3.23)

Let us consider the difference in the quantity of carbon dioxide molecules in stoichiometric
mixtures of butane and decane with oxygen.

[CO2]C4 = 2/3N × 0.8 (3.24)

[CO2]C10 = 2/3N × 0.91 (3.25)
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Here and later indexes C4 and C10 denote that a value amount to butane and decane
mixtures with oxygen correspondingly.

[CO2]C10/[CO2]C4 = 1.14 (3.26)

Then total pressure in processed mixtures are

pC4 = 2/3N × 1.8 = 1.2pin (3.27)

pC10 = 2/3N × 1.91 = 1.27× pin (3.28)

PC10/pC4 = 1.06 (3.29)

where pin is the pressure of the initial mixture.

Figure 3.17: Intensities of OH(A2Σ → X2Π) band emission in mixtures of oxygen with
different alkanes.

From the above-described experiments it is known, that quenching rates of CO+
2 weakly

depend on kind of quencher. From this reason the rate of quenching changes proportionally
to the pressure changes, and the emission intensities of CO+

2 bands is lower no more than
on 6% in the decane processed mixture in comparison with the butane one. Energy
input changes weakly from mixture to mixture, and so we can assume that excitation
rates of CO+

2 bands changes proportionally to the CO2 concentration, that is these rates
increases on 14% in the decane processed mixture in comparison with the butane one.
Thus, emission intensity of a CO+

2 band in the processed mixture of decane have exceed
one in the butane mixture on 8-14% in dependence on the initial mixture pressure. It
is well known, that the water is better quencher than carbon dioxide. It is well known
too, that energy loss of electron essentially higher in electron collisions with water than
in collisions with carbon dioxide. In the experiments with stoichiometric alkane-oxygen
mixtures it was shown that quenching rates of OH(A2Σ → X2Π) essentially (on 50%)
increase in the process of the mixture transformation under nanosecond discharge action
and slightly depend on kind of an alkane. Change of the emission intensity with switch
from butane-oxygen mixtures to the decane-oxygen mixtures has to be minimal, owing to
the same quantity of water in processed mixtures, which influence is determinative as on
quenching processes and on formation of electron energy distribution function. Emission
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Figure 3.18: Integral over time emission intensities of transitions CO+
2 (B

2Σ →
X2Π) (290 nm), OH(A2Σ → X2Π) (306 nm), CO+

2 (A
2Π → X2Π) (330 nm) in the dis-

charge versus the equivalence ratio of the mixture. All points corresponded to the decane
mixture are demonstrated at 0.1 equivalence ratio point.
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intensity of OH in process of transformation of stoichiometric mixtures of oxygen with
ethane, propane and butane is shown in the Figure 3.17. It is clearly seen that steady-state
values of emission intensity (when process of oxidation has been finished) are practically
the same for all mixtures.
Dependencies of emission intensity of OH and CO+

2 bands in processed butane-oxygen
mixtures upon equivalence ratio, which used to obtain decane concentration has been
shown in the Figure 3.18. It is clearly seen that the emission intensities corresponded to
all measured bands depend on equivalence ratio essentially non-linearly. We explained
this fact by the influence of concentration of water on electron energy distribution function
that is by changes of constants of excitation of these states by electron impact with water
concentration changes. In this figure also emission intensities of processed decane oxygen
mixture on the same wavelengths are represented. The emission intensities of different
bands were interpolated between measured points and extrapolated to the zero point lin-
early. These dependencies allowed to obtain the equivalence ratio of the decane mixture.
Values of the equivalence ratio determined from measurements fulfilled on different wave-
lengths and in different pressures are represented in the table 3.5. The concentration of
n-decane obtained by this method amounted to 0.12 during 3 days of mixing. That is
necessary 30 days to obtain the stoichiometric mixture of n-decane with oxygen. Thus,
there is no sense to prepare stoichiometric mixture of n-decan with oxygen in room tem-
perature owing to very long preparation time, and so we investigated oxidation process
in the mixture with 0.12±0.01 stoichiometric ratio. In the mixture was registered energy
contribution and CO(B1Σ→ A1Π) emission intensity. The energy contribution in depen-
dence on the pressure is represented in the Figure 3.19 both for decane mixture and for
butane mixtures. It is necessary to note that difference between energy inputs in initial
and in processed mixtures is negligibly small owing to the oxygen is the main constituent
of these mixtures. It is clearly seen that energy contribution in different mixture does not
differ within the range of experimental data scattering. Thus, excitation of a gas occurred
with the same intensity for all mixtures.
In the Figure 3.20 times of full oxidation obtained by emission intensities of CO(B1Σ→

A1Π) bands for butane-oxygen mixtures and for the decane-oxygen mixture are repre-
sented. It is clearly seen that time of full oxidation of n-decane is approximately equal
to the time of full oxidation of butane in mixture with 0.1 equivalence ratio. Thus, the
conclusions, which we have made for mixtures of alkanes C2-C6 early, can be extended
on alkanes that are more heavy.

Table 3.5: Equivalence ratio.

Pressure, torr 1.51 5.29 9.83
λ = 290 nm 0.096 0.116 0.08
λ = 306 nm 0.205 0.114 0.135
λ = 330 nm 0.12 0.129 0.113
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Figure 3.19: Energy input for butane and decane mixtures with oxygen. Equivalence
ratio of the butane mixture is 0.1 and one of the decane mixture is 0.12±0.01.

3.4 Numerical calculation of C2H6, CH4, H2, C2H5OH

oxidation by nanosecond discharge

To investigate a kinetics of hydrocarbons oxidation we chose the relatively small molecules.
The choice have allowed to construct the compact kinetic scheme, which explains the
main experimental results. We assume that the initial density of radicals is produced by
electron impact. In further consideration we will call primary radicals, the radicals, which
are produced by electron impact from stable species. The most important are radicals
produced from reagents and products. The less important are radicals produced from
stable intermediates.
It is well known that radicals are produced by excitation of repulsive or pre-dissociated
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Figure 3.20: Time intervals between instants of discharge beginning and CO(B1Σ →
A1Π) emission maximum — a) and instants of full oxidation — b).

electronic terms. Also, it is well known that practically all polyatomic molecules, excluding
some positive triatomic ions, don’t irradiate in visible and UV range hence they have only
metastable, repulsive or highly pre-dissociated electronic terms. It is necessary to note
that metastable states of practically all polyatomic molecules are strongly pre-dissociated
or repulsive, if the energies of these states are higher, than first dissociative limit of the
molecule.119

It is necessary to note that the electron impact produces not only radicals. Positive
and negative ions, electronically and vibration excited particles are produced, too. Inas-
much as the discharge operates in pulsed-periodic regime, the short periods (∼ 30 ns) of
the ions production in the discharge alternate with long periods (∼ 30 ms) of the ions
transformation and loss in the afterglow. Positive ions are produced in the discharge can
be different, but the major amount of ions is produced from stable molecules.

3.4.1 Electron impact processes in the discharge

In the previous report we investigated alkanes oxidation experimentally. We measured
electrical power of the discharge and reduced electric fields in the discharge. As we showed
previously, main part of energy contributed to gas uniformly in space in the stage of short
circuite of the discharge gap. To analyze efficiency of radicals and ions production we have
calculated energy branching in the discharge phase using ”BOLSIG” numerical code.120

The results of these calculations are showed in the Figures 3.21,3.22. In these figures
reduced electric measured in the experiments field are showed. The values of the field are
corresponded to the maximal in time value of contributed power. It is clearly seen that
for our experimental conditions dissociative attachment, metastables of molecular oxygen
excitation and vibrational excitation of molecules by electron impact can be neglected.
The main excitation processes are dissociation and ionization of the molecules. More than
80% of energy in total range of experimental condition are directed to these process. It is
necessary to say, that practically all our experiments have been performed at pressure less
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than 11 torr, and for this reason we can neglect of vibrational excitation, which consumes
∼ 20% of energy input at high pressure in the proceeded mixture.

Figure 3.21: Energy branching in the discharge (stoichiometric mixture C2H6–O2). In
the figure a) detailed energy branching is shown. Curves are designate percentage of
energy directed on: 1) elastic collisions, 2 vibrational collisions (both C2H5OH and O2),
3) singlet molecular oxygen (both states), 4) dissociative attachment (C2H6 and O2),
5) C2H6 dissociation, 6) O2 dissociation, 7) C2H6 ionization, 8) O2 ionization. Vertical
lines show measured experimentally reduced electric field values, which are corresponded
to maximum power in the discharge. In the figure b) summary energy branching is
shown. Curves are designate percentage of energy directed on: 1) total (C2H6 and O2)
dissociation, 2) total (C2H6 and O2) ionization, 3) total dissociation + 0.7 total ionization,
4) total dissociation + total ionization.

In a partially proceeded mixture, essential part of energy input can be directed to
an excitation of different degrees of freedom of stable intermediates, but for preliminary
analysis we will neglect of any excitation process of an manifold intermediates. Bellow we
represent the kinetics model which is allowed us to mark out main intermediates.
Thus, we have showed that the main active particles produced in the discharge are

positive ions and radicals produced by electron impact from the stable molecules.

3.4.2 Positive ions kinetics

Let us consider initial stage of oxidation process. At these stage, when near only reagents
exist, two main types of positive ions are produced in the discharge: O+

2 and the ini-
tial hydrocarbon’s ion. The proton affinity of molecular oxygen is less then dissociation
limit of any mentioned hydrogen–containing molecules and for this reason under room
temperature conditions the ion can be lost in reactions of electron transfer only.
In the case of methane or hydrogen this reaction is essentially endothermic and so

the reaction has the negligible small constant rate. Thus, in hydrogen or methane-oxygen
mixtures O+

2 may be converted to O
+
4 . The rate of conversion is about of 1.6·10

−13 cm3s−1.
At oxygen pressure 3 torr this value corresponds to ∼ 6ms. On the other hand, the rate
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Figure 3.22: Energy branching in the discharge (mixture CO2:H2O=2:3). In the figure a)
detailed energy branching is shown. Curves are designate percentage of energy directed
on: 1) elastic collisions, 2 vibrational collisions (both CO2 and H2O), 3) singlet molecular
oxygen (both states), 4) dissociative attachment (CO2 and H2O), 5) CO2 dissociation,
6) H2O dissociation, 7) H2O ionization, 8) CO2 ionization. Vertical lines show measured
experimentally reduced electric field values, which are corresponded to maximum power in
the discharge. In the figure b) summary energy branching is shown. Curves are designate
percentage of energy directed on: 1) total (CO2 and H2O) dissociation, 2) total (CO2 and
H2O) ionization, 3) total dissociation + 0.7 total ionization, 4) total dissociation + total
ionization.

of dissociative recombination is 2 · 10−7 cm3s−1 and at typical for this discharge electron
density (∼ 1012 cm−3)94 the characteristic time of the recombination is 5 µs. It is evidently
that O+

2 in mixtures with hydrogen or methane recombines without conversion. In the
results of the process oxygen O and O(1D) atoms are produced.
A CH+

4 ion have the proton affinity, which is enough to dissociate a methane molecule.
For this reason the proton reaction transfer proceeds with significantly higher rate 1.5 ·
10−9 cm3s−1. The electron transfer reaction from O2 to the CH

+
4 is also exothermic and

has the essential value of the reaction rate (∼ 10−9 cm3s−1). Thus, CH+
4 converts to O

+
2

and CH+
5 rapidly(during tens ns). The main dissociative recombination channel of CH

+
5

is CH3+2H (70%). In the case of hydrogen-oxygen mixture the main channel of H
+
2 loss

is recharging on the molecular oxygen, because the proton affinity energy of hydrogen is
rather higher than the energy dissociation.
In the case of ethane-oxygen mixture the main positive ions produced in the discharge

are O+
2 and C2H

+
6 . In this mixtures main part of O

+
2 would be lost in the process of

electron transfer from C2H6, because the ionization potential of ethane essentially lower
than one of oxygen. The proton transfer process is exothermic for C2H

+
6 –C2H6 collision

and so, very fast. The product of the process, C2H
+
7 , has essentially higher dissociative

recombination constant rate (∼ 10−6 cm3s−1) than any of the initial ions. The ions loss
time corresponded to the process is 1 µs approximately. The recombination products can
be C2H5+2H. Thus one ionization act produces in this mixtures up to 4 radicals (2C2H5
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Table 3.6: Stable molecules ionization potential, affinity to proton and R-H bond strength.

molecule H2 CO CO2 CH4 H2O O2 C2H6 C2H2 CH3OH C2H4 C2H5OH H2O2

I,eV 15.43 14.01 13.79 12.98 12.61 12.08 11.50 11.41 10.85 10.51 10.47 10.47
Pa,eV 4.4 6.15 5.5 5.4 7.23 4.1 6.9 6.71 7.89 7.12 8.1 7.06
EH ,eV 4.478 − − 4.51 5.12 − 4.3 4.9 4.47 4.6 4.4 3.8

and 2H).
In the case of ethyl alcohol-oxygen mixture the main positive ions produced in the dis-

charge are O+
2 and C2H5OH

+. As for ethane mixture, main part of O+
2 losses is the process

of electron transfer from C2H5OH. C2H5OH has the maximal value of proton affinity (it
is clear from the table 3.6). This denotes that not only C2H5OH

+ but any molecular
ion containing hydrogen in collision with C2H5OH

+ needs to convert to H+C2H5OH with
rate constant ∼ 10−9 cm3s−1 (time approximately equals to tens nanosecond). Thus,
until concentration of the alcohol is sufficiently high, the main positive ion is H+C2H5OH.
This ion can add molecules of the alcohol or water, but can not take part in proton or
electron transfer in a collision with stable molecules. Beginning with some number of
added molecules, growth of a cluster ion does not change products of it’s dissociative
recombination the recombination constant increases. The single exothermic channel of
these ions recombination is

H+(C2H5OH,H2O)n + e→ H+ n(C2H5OH,H2O)

Thus, in this case, per one ionization act two radicals are produced after 1 µs ap-
proximately — C2H5O is produced in the process of proton transfer from C2H5OH to
the C2H5OH

+ (or other radicals which are produced in the proton transfer from another
stable hydrogen containing molecule) and H is produced in the dissociative recombination
of ions. In the case, when a relatively small ion recombines, the recombination leads to
production of more than two radicals per one ionization act. Nevertheless, dissociative
recombination is the most important process which provides some initial concentration
of radicals in our case. In this process two or more radicals produces that depends on
relation of the recombination and clusterization rates. We don’t know ions kinetics in
C2H5OH sufficiently good but it is reasonably to assume that it is like water–ions kinetics
(see bellow).

Table 3.7: Main loss processes of H+(H2O)n ions.

index process reaction
c Clusterization H+(H2O)n+H2O → H+(H2O)n+1
d Decay H+(H2O)n → H+(H2O)n−1+H2O
r Recombination H+(H2O)n+e → H+nH2O

Further, we consider ions production in proceeded mixtures. These mixtures consist
of carbon dioxide and water vapor near only. The main ions produced in the discharge
are H2O

+ and CO+
2 .
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Table 3.8: Kinetics of H+(H2O)n ions. Temperature is 300 K. Electron density is 2 ·
1012 cm−3.

Ion kc Tc kd Td kr Tr

Pressure is 1 torr.
H+(H2O)2 2.0 · 10−10 1.6 · 10−7 1.7 0.6 2.2 · 10−6 4.5 · 10−7

H+(H2O)3 7.3 · 10−11 4.6 · 10−7 440 2.3 · 10−3 3.8 · 10−6 2.6 · 10−7

H+(H2O)4 1.0 · 10−11 3.4 · 10−6 1.8 · 105 5.5 · 10−6 4.9 · 10−6 2.0 · 10−7

H+(H2O)5 1.2 · 10−12 2.8 · 10−5 5.8 · 104 1.7 · 10−5 6.0 · 10−6 1.7 · 10−7

H+(H2O)6 1.3 · 10−13 2.5 · 10−4 7.9 · 105 1.3 · 10−6 > 6.0 · 10−6 < 1.7 · 10−7

Pressure is 10 torr.
H+(H2O)2 1.2 · 10−9 2.8 · 10−9 10 0.1 2.2 · 10−6 4.5 · 10−7

H+(H2O)3 5.7 · 10−10 4.6 · 10−9 3450 2.3 · 10−3 3.8 · 10−6 2.6 · 10−7

H+(H2O)4 9.5 · 10−11 3.4 · 10−8 1.3 · 106 5.6 · 10−7 4.9 · 10−6 2.0 · 10−7

H+(H2O)5 1.2 · 10−11 2.8 · 10−7 5.7 · 105 1.7 · 10−6 6.0 · 10−6 1.7 · 10−7

H+(H2O)6 1.3 · 10−12 2.5 · 10−6 7.5 · 106 1.3 · 10−7 > 6.0 · 10−6 < 1.7 · 10−7

From the table 3.6 it is clearly seen that CO+
2 can convert into CO2H

+ and H3O
+ in

reactions of electron and proton transfers. This conversion needs to be very fast (total
constant rate is 2 · 10−9 cm3s−1 approximately), because both channels are exothermic.
A CO2 has essentially lower energy of proton affinity and, so, CO2H

+ for 1-2 collisions
with H2O needs to convert to H3O

+. Thus, tens nanosecond after discharge is switched
off, the main positive ion is H3O

+. At room temperature and few or higher torrs pressure
this ion converts to H+(H2O)2 with 1 ·10

−10 cm3s−1 constant rate (typical time is 100 ns).
With the practically same constant this ions convert to the H+(H2O)3. The recombination
constant rate of H+(H2O)2 and H

+(H2O)3 are by the order of the magnitude higher than
one for H3O

+ (3 · 10−7 cm3s−1,121).
In the table 3.8 constants rate and characteristic times of different process of H+(H2O)n

ions are shown for pressures corresponded to the low and high limits of the pressure
range of the investigations. These values has been calculated for room temperature and
mentioned pressures. The indexes of times and constant rates corresponds to the following
processes ( 3.7). It is clearly seen that for our range H3O

+ ions successfully transforms
to different cluster ions before the recombination. Main ions, which life–time is enough
to recombine at these conditions, are H+(H2O)4 and H

+(H2O)5, H
+(H2O)6 for pressures

1 and 10 torr correspondingly. These ions have only one endothermic channel:
H+(H2O)n+e→H+nH2O.

Thus, the ionization in proceeded mixtures leads to production only 2 products — H
and OH. OH is produced in the proton transfer reactions and H is produced in dissociative
recombination process. At typical electron density 2 · 1012 cm−3 the recombination time
is 200 ns approximately.
These conversion processes are very fast because water has essential value of permanent

dipole moment and high value of polarization. These features guarantee high rates of
ion–molecular reaction. It is necessary to say that radicals have essential polarization
and dipole moment, too. Let us consider ion-radical reaction in our mixtures at our
conditions. A concentration of radicals can not be higher than 1.5 · 1014 cm3 for our
conditions. To make this estimation we assume that the all energy of the electric pulse
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is spent to dissociation of molecules with 8 eV per a molecule average energy. Constants
rates of ion–radical reactions are less than 3 · 10−9cm3s−1. Thus, a characteristic time
of ion–radical reactions are not shorter than 2µs after the discharge is switched off. On
the other hand, typical constants rate of ion–water reactions have the same value, and
for this reason we can neglect of ion–radical reaction entirely — the water concentration
produced for the initial ten discharge pulses is enough to this assumption.

Table 3.9: Stable molecules dissociation channels.

Reaction Importance of channel Reference Degree of dissociation
H2+e → 2H+e main channel our estimation α

CO2+e → CO+O(1D)+e main channel our estimation α
CH4+e → CH3+H+e 70% main channel our estimation α
CH4+e → CH2+2H+e 30% our estimation 0

H2O+e → H+OH+e main channel 122 α

O2+e → O+O(1D)+e main channel 103 α

O2+e → O+O+e minor channel 103 0

O2+e → O+O(1S)+e minor channel 103 0
C2H6+e → 2CH3+e 50% our estimation α/2
C2H6+e → C2H5+H+e 50% our estimation α/2
C2H5OH → C2H5O+H+e main channel our estimation α

Let us consider intermediate mixtures. In this mixtures essential concentrations of
CO and H2O2 or some hydrocarbons could be accumulated. Ions produced from these
molecules need to convert in electron or proton transfer reactions to the ions which have
been described early. Following kinetics is combination of these two cases. In addition we
need to note that water–ions kinetics is more important than kinetics of initial substances–
ions because water has higher proton affinity energy than reagents (excluding C2H5OH).
In the case of C2H5OH the most important reaction is water replacement reaction of
C2H5OH in a H

+(C2H5OH,H2O) ion. This reaction is exothermic and has 3 · 10
−9cm3s−1

rate constant. Quantity of H atoms in C2H5OH is 3 times higher than one in water, and
concentrations of water and the alcohol in intermediate mixtures are the same if only 1/4
of C2H5OH is converted. Thus, water–ions kinetics becomes more important than kinetics
of initial substances–ions at relatively early stage of ethyl alcohol oxidation too.

3.4.3 Production of radicals by electron impact

As we mentioned previously, one of two main processes taken place in the discharge is a
dissociation by electron impact. The dissociation occurs from excitation of repulsive and
pre–dissociated electronic terms or pre–dissociated regions of the terms. In the table 3.9
we have shown dissociation channels of the main stable molecules.
Dissociation of hydrogen occurs through excitation of group of triplet states which

connected to repulsive H2(b
3Σ) state by radiative and collision transition. This repulsive

state converges to 4.5 eV limit. Next dissociation limit is 13 eV approximately, and for
this reason we can neglect of dissociation from the dissociation channels, which produces
electronically excited H atoms. With 90% probability H2O dissociates in VUV absorption
process on H and OH.122We have not a reason to assume that the electron impact changes
the dissociation channels essentially. As we have shown previously, dissociation of a
heavy alkane (C2H6–C6H14) by electron impact can not effect essentially on the oxidation
process. Thus, to obtain good results the dissociation channels of alkanes can be estimated
roughly only or can be neglected.
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Figure 3.23: The calculated parts of the molecules during oxidation process of C2H5OH
and C2H6 in stoichiometric mixtures with oxygen. The initial pressure of the mixture is
6.8 torr. Dissociation degrees are corresponded to the 70% of the measured experimentally
energy input in the discharge.

3.4.4 Numerical model

Thus, we conclude that the discharge produces set of radicals, which initialize the oxi-
dation process. To analyze the hydrocarbons oxidation we have constructed the simple
kinetic scheme. To reduce kinetics we assume that the discharge produce radicals rep-
resented in the table 3.9 and marked as ”main channel”. For the C2H6 we used both
channels.
We constructed kinetics scheme in following way. These radicals react with main

substances and produce another radicals and stable molecules. We add to the scheme
these secondary radicals and stable molecules. The secondary radicals react with main
substances and produced another radicals and stable molecules. We add new molecules
to the scheme. We repeated the procedure until new molecules are appeared. We entirely
discard reactions and species produced in the reactions, which constant rates were smaller
than 1 ·10−19 cm3s−1 at room temperature. To construct the scheme we used the constant
rates from online NIST database and from.122

To find the initial concentration of the primary radicals we used experimentally mea-
sured energy input Eexp. Inasmuch as, we have measured energy input in 2 points (at
the beginning and at the finish of the process) of oxidation process, the Eexp value were
calculated as average of these values. We assumed that the average energy is spent to
single dissociation act at Ethr = 8 eV. Also in main calculations we assume, that 70 % of
experimentally measured energy input is directed to the dissociation. In this assumptions
we defined average degree of dissociation:

α = 0.7
Eexp

EthrNV
,

where N is the total concentration of stable molecules, and V is the discharge volume.
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The radicals produced with 40 Hz frequency from the stable molecules in accordance
with the channels form the table 3.9. Between the pulses the ”excited” mixture proceeds
without an external disturbance in accordance with the scheme (see table 3.15).
It is necessary to note, that ionization leads to dissociation of molecules with typical

average energy of about 12 eV. For this reason we assumed that only 70 % percents of the
energy is directed to the dissociation (see Figures 3.21 and 3.22). So, the ionization can
lead to the two dissociation acts per one ionization, but as we shown above, this situation
is realized at only early stage of the oxidation. Later water complex ions recombine with
only 2 radical production.

Figure 3.24: The calculated parts of the molecules during oxidation process of CH4 in
stoichiometric mixture with oxygen. The initial pressure of the mixture is 6.8 torr. Disso-
ciation degrees are corresponded to the 70% of the measured experimentally energy input
in the discharge.

So we discard reactions N 45, 172, 182, 185, 190 and 207 (see table 3.15), in which
molecules with more than 2 C atoms create. It is a reasonable assumption, because
large concentration of molecular oxygen are presented in the mixtures. Reactions in this
table are expressed in cm−3s−1 (for bimolecular reactions) and cm−6s−1 (for trimolecular
reactions) units. All constant rates are represented for 300 K temperature.

3.4.5 The results of calculations

The typical kinetic curves calculated by our scheme are represented in the Figures 3.23 (for
C2H6 and C2H5OH) and 3.24 (for H2 and CH4). The main difference in these figures is a
twice longer oxidation time of CH4 and another substances, and essential concentrations
of CO and H2O2 accumulated in the process of C2H6 and C2H5OH oxidation. So it
is necessary to say that C2H6 and C2H5OH oxidize for the same time practically. As
we showed previously in the experiment, the alkanes that are heavier than methane,
oxidize for the same time, and accumulation of stable intermediates plays essential role
in the oxidation processes. Thus, the calculation reproduces these characteristic features.
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The difference of methane or hydrogen kinetics from ethane or methyl alcohol can be
explained by different role of OH radicals in these oxidation processes. The OH radical
actively reacts with C2H6 and C2H5OH, but can not react with H2 and CH4 under room
temperature (see table 3.15, reactions N 3, 17, 24, 59). Constants rate of reactions of OH
with C2H6 or C2H5OH is higher 2-3 order of magnitude higher than ones for H2 or CH4.
For this reason in the mixtures H2 or CH4 OH is lost in the reaction with H2O2, CO and
radicals only. In the case of C2H6 or C2H5OH mixtures the one of important channel of
OH losses is reaction with the initial substance.
To estimate adequacy of concerning energy branching in the discharge we have calcu-

lated time of full oxidation for C2H6, C2H5OH, H2 and CH4 with stoichiometric mixtures
with O2. In the Figures 3.25 experimental and calculated times of full oxidation are repre-
sented. The experimental times were calculated as the time, when CO(B1Σ→ A1Π) emis-
sion intensity fallen to the 10 % of it’s maximum. The calculated times of all hydrocarbons
were determined as the time, when CO concentration fallen to the 10 % of it’s maximum.
In the case of H2 oxidation time was calculated as time then H2 concentration fallen to
the 10 % of it’s maximum.

Figure 3.25: The calculated and measured oxidation times of C2H6, CH4, H2, C2H5OH
molecules during oxidation process in stoichiometric mixtures with oxygen. Dissociation
degrees are corresponded to the 70% (with single exception of turquoise curve which
corresponded to the case when 90% of energy input is pointed to the dissociation) of the
measured experimentally energy input in the discharge.
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Figure 3.26: The calculated parts of C2H6 molecules during oxidation process in the
stoichiometric mixture with oxygen. The initial pressure of the mixture is 3.78 torr.
Dissociation degrees correspond to the 70% of the measured experimentally energy input
in the discharge.

It is clearly seen that the oxidation times of C2H6 and C2H5OH are practically the
same, but the C2H5OH oxidation time is slightly higher than the C2H6 time, as in experi-
ments. So the CH4 oxidation time is two times longer than the one for another substances,
as in experiments.
At high limit of investigated pressure range the calculated oxidation time is higher

than the experimental one and at the low limit of one the time is lower. For this reason
we calculated the oxidation time of C2H6 in the assumption that 90 % of energy is directed
to dissociation.
The calculated time is systematically lower than the experimental one. This feature

can be explained by the fact that at high pressure main part of energy input directed
to the dissociation directly. At low pressure main part of energy input directed to the
ionization. After that in dissociative recombination another radicals produced than in
the case of dissociation. The different radicals have different activities and for this reason
ionization can bee less effective for oxidation process the dissociation. Another possible
explanation is the essential by different branching among dissociation channels and it’s
essential changes with pressure — we are fulfilled the calculation with the same efficiency
of the dissociation channels which didn’t depend on the pressure. So we does not take
into account the electron collisions the intermediates. However, this calculations repro-
duce main features (Figure 3.25) of experimental data and allow to determine the main
intermediates (CO and H2O2).
Further we investigated the importance of different dissociation channels. In the Fig-

ures 3.27 and 3.26 the calculated kinetic curves for varied dissociation degrees via chosen
channel are plotted. It’s clearly seen, that dissociation of CO2 and a hydrocarbons pro-
vides a weak influence. The most important dissociation channels are dissociation of
water and oxygen (Figure 3.26).
The next figures demonstrates the same features, but leads to conclusion that the right
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Figure 3.27: The calculated parts of C2H6 molecules during oxidation process in the
stoichiometric mixture with oxygen. The initial pressure of the mixture is 3.78 torr.
Dissociation degrees correspond to the 70% of the measured experimentally energy input
in the discharge. Dissociation degrees of C2H6 and O2 are varied.

choice of the dissociation channel of O2 is most important at early stage of the oxidation
process only. Later, the choice of channels does not play essential role. The switching-off
O2 or H2O dissociation channels leads to disastrous deceleration of the oxidation.
Thus, OH radical is the most important radical in the oxidation processes of the

investigated heavy hydrocarbons. O and O(1D) play the important role also.
It is necessary to note that the constant rate of the reaction C2H6 with OH (N 24)

approximately 5 times less than the one of the reaction C2H5OH with OH (N 59). This
essential difference does not lead to the same scale difference in oxidation times. This
feature can be explained by that the intermediates produced from a main hydrocarbon
in the oxidation process are effective inhibitors. So the systems has effective negative
feedback. On the other hand in the system of H2 or CH4 with oxygen the feedback does
not create.
Thus, we have construct numerical model, which describes main experimental fea-

tures of oxidation process of hydrocarbons by nanosecond discharge. We have shown the
importance of dissociation of molecular oxygen and water by electron impact.

3.5 Acetone’s, acetylene and ethyl alcohol’s oxida-

tion under discharge action. Experimental in-

vestigation and analysis

The experimental study of saturated hydrocarbons gives the data for the kinetic model
development. At the same time, it’s necessary to have additional experimental data with
another types of hydrocarbons for detailed analysis of the kinetics. Thus, the experiments
with acetone, acetylene and ethyl alcohol oxidation were performed using the setup de-
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Figure 3.28: The calculated parts of C2H6 molecules during oxidation process in the
stoichiometric mixture with oxygen. The initial pressure of the mixture is 3.78 torr.
Dissociation degrees correspond to the 70% of the measured experimentally energy input.
Dissociation channels are changed or switched off in a following ways: 1) all dissociation
channels are in accordance with table 3.9, 2) O2 dissociates to ground state O–atoms
only, 3) dissociation of water is switched off, 4) O2 dissociates to ground state O–atoms
only and dissociation of water is switched off, 5) dissociation of ethane is switched off, 6)
dissociation of oxygen is switched off.

scribed above.

3.5.1 Results and discussion

It has been shown that acetone and ethyl alcohol oxidize at the same time as the heavy
alkanes under the same experimental conditions. Thus, all conclusions about the alkane’s
kinetics are right for these hydrocarbons too. Moreover, we have not a reason to expect
that other cetones and saturated alcohols oxidation kinetics are essentially different . The
results of the investigations are shown is the Figure 3.29.

The oxidation of acetylene

The oxidation of acetylene is completed for half of other investigated hydrocarbons ox-
idation time under the same condition (see Figure 3.29). Let us consider the oxidation
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Figure 3.29: Oxidation time determined by CO(B1Σ → A1Π) transition intensity. C2–
C6 and C5–C6 denote C2H6–C6H14 and C5H12–C6H14 correspondingly. These series of
alkanes have practically the same oxidation times.
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Table 3.10: Investigated mixture.

Equivalence ratio C2H5OH CH3COCH3 C2H2

1.0 25% 20% 16.7%
0.8 – – 13.8%
0.4 – – 7.4%
0.2 – – 3.8%

kinetics in the acetylene–oxygen mixture.
It is known for certain that the unsaturated hydrocarbons react with molecular sin-

glet oxygen directly in contrast to saturated hydrocarbons which are quenchers. Singlet
molecular oxygen is produced effectively under reduced electric field of 10-15 V/(cm torr).
Thus, the role which play singlet molecular oxygen in nanosecond discharge is negligible
because, as we showed previously, the main part of the energy puts into the discharge at
essentially higher electric fields.
To understand an influence of collisions with the fuel and oxygen on the acetylene

oxidation kinetics we investigated the oxidation of acetylene in lean mixtures with oxygen
experimentally, as well as butane kinetics has been investigated previously. It has been
shown that independency of oxidation time can be explained by governing influence of
excitation (dissociation, ionization and others) of fuel by electron impact.
It was found, that for pressure lower than 4 torr the electron collisions with acetylene

molecules control the oxidation process entirely (see Figure 3.30). The change of the time
of acetylene oxidation with change of equivalence ratio of mixture at pressures higher
than 4 torr can not be explained in the assumption of essential acetylene dissociation by
an electron impact. So the decrease of acetylene part in mixture results in proportional
decrease of rate of the acetylene dissociation by electron impact inasmuch as the electron
concentration produced in the discharge depends on the full concentration of molecules in
our case. Hence the oxidation time does not change essentially with the part of acetylene
under constant pressure condition. This situation we observe at low pressure; the time of
oxidation does not depend on the acetylene part in the mixtures. Thus, it can be concluded
that dissociation of acetylene by electron impact determines the oxidation process at low
pressure. At the pressures higher than 4 torr influence of electron impact on the acetylene
decreases with pressure and at the pressure about of 10 torr another processes become
the governing factors of oxidation.
It is known, that under room temperature condition a thresholds of an electron impact

excitation of alkanes electronic terms are higher (essentially higher for small alkanes) than
a first dissociation limit of an alkane. Also it is known, that alkanes have repulsive or
highly-predissociated terms, therefore an electron impact excitation of an electronic terms
of alkane leads to fast dissociation of the alkane. The dissociation proceeds through the
different main ways inasmuch as the energy of the dissociation threshold is more than
enough for that and electronic terms of alkanes are strongly coupled to each other by
non-radiative transitions. Fragments of dissociated molecules originate with high external
or (and) internal energy.
Let us consider the acetylene excitation by electron impact. Noticeable intense emis-

sion of acetylene has not been observed.119 The first dissociation limit of acetylene
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Figure 3.30: Oxidation times of acetylene determined from CO(B1Σ → A1Π) emission
intensity in the different equivalence ratio mixtures.The equivalence ratio of the mixture
changes from 1 to 0.2.
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Table 3.11: Kinetics of C2H radical in acetylene-oxygen mixtures.

N Reaction Constant rate cm3s−1 Reaction characteristic time

1. C2H+O2 = O+HCCO 1 · 10−12cm3s−1 ∼ 10µs
2. C2H+O2 = CO+HCO 4 · 10−12cm3s−1 ∼ 3µs
3. HCO+O2 = CO+HO2 5.5 · 10−12cm3s−1 ∼ 2µs
4. HCCO+O2 = CO2+CO+H 6 · 10−13cm3s−1 ∼ 20µs
5. HCCO+O2 = CO+CO+OH 6 · 10−14cm3s−1 ∼ 200µs

amounts to 4.9 eV,119 but thresholds of two lowest terms of acetylene are 1.9 and 5.1
eV.123 It is evident that the lowest state is metastable triplet one and i.e. biradical. It is
more difficult to say about the second state particularly. It has been detected very weak
absorption bands of acetylene in 200-240nm (6.25-5.2eV).119 These bands have very well
resolved vibrational and rotational structure that denotes the high states of the transi-
tions are stable. Thus, we can assume that the 5.1 eV state is metastable also, because it
does not irradiate. It is necessary to note, that the efficiency of electron impact excitation
of states with so low thresholds is by several times higher at a pressure of 8 torr than at
4 torr pressure. Thus, we can assume that the excitation of this states effects on the rate
of the acetylene oxidation process insignificantly in comparison with excitation of states
with higher energy. The next electronic state of acetylene has excitation threshold 7.9 eV
and four times higher peak of the excitation cross-section.123 This electronic term can be
related to the dissociation by the channel:

C2H2 + e→ C2H
∗ +H,

where C2H
∗ hold a portion, it can be essential portion, of internal (vibration or elec-

tronic) energy. Another dissociation channels need more energy. Inasmuch as absorption
spectrum in wavelength range lower than 200 nm (energy higher than 6.25 eV) is diffuse
then states with thresholds higher than 6.25 eV are predissociated.119 A system of very
strong diffuse bands is located near 152 nm (8.2 eV).119 As long as the system of bands is
very intensive, diffuse and does not registered in emission then evidently that these bands
correspond to the dipole-allowed transition which higher state strongly predissociated.
Thus, the state with the 7.9 eV threshold123 necessarily corresponds to the dissociation
by the mentioned channel. Let us consider the C2H-radical kinetics:
In the right column of the table 3.11 time of a radical life is mentioned in the acetylene-

oxygen stoichiometric mixture at pressure 10 torr. Thus, C2H radicals in the presence
of oxygen under our experimental conditions are oxidized to the CO and CO2 for the
time interval shorter than 1 ms. At that time a set of hydrogen containing radicals
originates. It is necessary to note that at the low pressure (lower than 4 Torr) the degree
of the dissociation of molecular oxygen and water for one pulse are essentially lower
than one of acetylene. Acetylene has cross–section which maximum is few times higher
than one for water and O2. With pressure increase the degree of acetylene (threshold is
7.9 eV) dissociation decreases more sharply than one of water(threshold is 7 eV). The
oxygen dissociation degree decreases with pressure the most quickly (threshold of main
dissociation channel is 8.4 eV). Apparently, the experimental dependency of oxidation time
on equivalence ratio can be explained by defining influence of electron impact dissociation
of acetylene at low pressure range. At higher pressure efficiency of C2H2 dissociation
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Table 3.12: Kinetics of OH radical in acetylene-oxygen mixtures.

1. C2H2+OH+M → CH=CHOH+M k1 = 4 · 10
−29cm6s−1

2. CH=CHOH+O2 → OH+(CHO)2 k2 = 4.2 · 10
−12cm3s−1

3. (CHO)2+OH → H2O+HC(O)CO k3 = 4.2 · 10
−11cm3s−1

4. (CHO)2+HO2 → H2O2+HC(O)CO k4 = 5 · 10
−16cm3s−1

5. HC(O)CO → CO+HCO k5 = 3.7 · 10
7s−1

6. HC(O)CO+O2 → 2CO+HCO k6 = 1 · 10
−11cm3s−1

7. HCO+O2 = CO+HO2 k7 = 5.5 · 10
−12cm3s−1

8. CO+OH → products k8 = 1.7 · 10
−13cm3s−1

degree decreases and it is possible that the water dissociation process becomes more
important, as for alkanes. It is necessary to note, that in the case of acetylene too, OH
radical is the most active in oxidation process. However, in contrast to alkanes, the main
channel of reaction is the addition of OH radicals to acetylene molecules in third order
reaction (see table 3.12).
In the case of 5 torr initial pressure the constant rate in the count on the second

order is 6 · 10−12 that is essentially higher than other constants of OH loss processes. The
originated radical OHCH=CH reacts with O2 very fast in the reaction (2) (table 3.12). It
is evident, that reactions (1) and (2) organize the chain reaction. The main termination
reaction for this chain is the next reaction (3). Rate of OH loss in the chain termination
reaction becomes the same as the loss in the acetylene oxidation process in the case when
the (CHO)2 (formyl) concentration is approximately equal to the acetylene one. It is
necessary to note that formyl is more weak-bond molecule than CO and for this reason
it can be oxidized by HO2 radical more effectively. This denotes that the C2H2 oxidizes
to CO in mentioned reactions (table 3.12) at first and after that CO oxidizes to CO2.
As long as the reaction (1) is three-particle then with pressure growth the influence of
OH would be increased. In the experiment in stoichiometric mixture of acetylene and
oxygen this feature is very clear. With the pressure oxidation difference in times defined
from CO(B1Σ→ A1Π) and CH(A2∆→ X2Π) emissions increases (Figure 3.31) i.e. CO
oxidizes essentially later than acetylene.
Let us compare emission intensities of different molecular bands in acetylene–oxygen

(Figure 3.33) and ethane–oxygen (Figure 3.32) stoichiometric mixtures. It is clearly seen
that for ethane–oxygen mixture in the point of time when CO(B1Σ→ A1Π) band emission
is maximal the intensity of CH(A2∆→ X2Π) band emission amounts to 0.6 of CH(A2∆→
X2Π) emission maximum approximately. At the same time for the acetylene–oxygen
mixture the point of CO(B1Σ→ A1Π) band emission maximum corresponds to the point
of 0.35 of CH(A2∆ → X2Π)emission maximum. Also, it is necessary to note, that the
emission intensity of OH(A2Σ → X2Π) band in the acetylene–oxygen mixture increase
slowly relative to the emission in ethane-oxygen mixture, in which the emission rapidly
increases to two thirds of the maximum value and after that stay on the level up to sharp
decreasing of CO(B1Σ→ A1Π) band emission point of time. This difference clearly points
to different kinetics of OH radical in these mixtures.
In ethane–oxygen mixture OH-radical is the main radical which determines the ethane

144



Figure 3.31: Oxidation times of acetylene determined from CO(B1Σ → A1Π) and
CH(A2∆→ X2Π) emission intensities.

Figure 3.32: Emission intensities of OH(A2Σ → X2Π), CO(B1Σ → A1Π), CO+
2 (B

2Σ →
X2Π), CH(A2∆→ X2Π)bands. Initial pressure of ethane-oxygen stoichiometric mixture
is 6.8 torr.
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oxidation. OH concentration is governed by four main processes (Table 3.13). In the
processes (1)-(4) OH is produced. In the process (5) C2H6 is oxidized after that C2H5

is oxidized in series of processes in the results of which CO is produced. CO is oxidized
in the process (6) most effectively. This process leads to diminish of OH radical. Thus
the process oxidation under the discharge action is the process with negative feedback
inasmuch as increase of OH concentration leads to increase of CO which consumes the
radical and leads to diminishing of the oxidation rate. So after initial sharp growth the
intensity of OH(A2Σ → X2Π) emission remains practically constant at the same time
emission intensity of CO(B1Σ → A1Π) band has the flat maximum. After CH(A2∆ →
X2Π) emission comes to nearly constant level, which corresponds to full hydrocarbon
oxidation, the emission intensity of the CO(B1Σ→ A1Π) band decreases to low stationary
level sharply; at the same time OH(A2Σ→ X2Π) band emission intensity reaches up to
the stationary level rapidly. After the ethane conversion, the source of CO disappears and
it’s residual oxidizes very fast, inasmuch as the negative feedback in the system disappears.

Figure 3.33: Emission intensities of OH(A2Σ → X2Π), CO(B1Σ → A1Π), CO+
2 (B

2Σ →
X2Π), CH(A2∆ → X2Π)bands. Initial pressure of acetylene-oxygen stoichiometric mix-
ture is 6.8 torr.

In the case of acetylene oxidation negative feedback is formed on the later stage when
enough formyl radical is accumulated. Inasmuch as formyl oxidizes more intensively than
CO, it accumulates on the later stage. At that, processes oxidation of acetylene and
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Table 3.13: Kinetics of C2H6 oxidation.

1. Electron impact to O2 e+O2 → O(1D)+O+e
2. Production in the process O(1D)+H2O → 2OH
3. Production in the process O(1D)+C2H6 → C2H5+OH
4. Electron impact to H2O e+H2O → OH+H+e
5. Loss in the process of C2H6 oxidation C2H6+OH → C2H5+H2O
6. Loss in the process of CO oxidation CO+OH → products

CO should be separated in time. The separation in time of these processes increases
with pressure that is explained by determining influence of addition of OH to acetylene
(reaction 1 is three particle reaction). It is necessary to note that the increase of the
oxidation time with the increasing of acetylene part in mixture is well explained in as-
sumption of determining influence of OH-radical. Decreasing of acetylene concentration
in initial mixture, hence decreasing of water concentration in proceeded mixture leads to
decreasing of OH production by electron impact during all oxidation process. However in
lean mixtures exceed oxygen is a source of additional concentration of O(1D) states which
is produced by electron collisions with molecular oxygen. This state reacts with water
producing two OH-radicals, in place of one in the case of hydrocarbon collision. Thus the
rate of hydrocarbon oxidation changes weakly with a change of equivalence ratio of the
mixture.
Thus, we conclude that the main processes, which control of acetylene oxidation are

dissociation of acetylene by electron impact and addiction of OH–radical to an acetylene
molecule. OH–radicals produce from water by electron impact and in collisions with
O(1D).

3.6 Carbon monoxide oxidation in mixtures with oxy-

gen and water. Experimental investigation and

analysis

3.6.1 Experiment

As we showed previously, carbon monoxide plays essential role in processes of hydro-
carbons oxidation. To learn the kinetics of carbon monoxide in hydrocarbon-oxygen
mixtures we have investigated oxidation of CO in stoichiometric mixtures with O2 and
small addition of water. Experimental setup and methods were used the same as early,
but preparation of the installation and mixtures was essentially different. Mixture of
CO(67%) and O2(33%) was prepared in balloon preliminary. The vapor was prepared
preliminary too. The water was injected into the pumped vessel. After evaporation the
water vapor was prepared to injection into the discharge cell. After water vapor injection
into the cell the CO-O2 mixture was added to the vapor. The mixing of water and CO-O2

mixture took place within 2 minutes. Inasmuch as, total pressure was lower than 11 torr
and the length of the discharge cell was 25 cm then this time enough to mix water with
the mixture (diffusion time is t ∼ L2/D < 30 s for all pressure range).
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Figure 3.34: CO(B1Σ → A1Π) emission intensity after 160 s from instant, when the
discharge is switched on, versus the mixture initial pressure. Mixtures are CO–O2 stoi-
chiometric with small addition of water vapor.

3.6.2 Discussion

The emission intensity of CO(B1Σ → A1Π) band, voltage on the discharge cell, the
electric current through the discharge cell were measured with nanosecond resolution and
in the integral regime. Pressure in the discharge was measured in the integral regime.
The methods of the investigations are described in detail in the first part of the paper.
Investigations were performed for mixtures which include 1, 2, 4 and 8% of water. The
emission intensities of CO(B1Σ → A1Π) band and their time derivatives versus time at
pressure 3.78 torr are shown in the Figure 3.34 for different concentrations of water.
It is necessary to note, that the intensities of CO(B1Σ → A1Π) emission can be

associated with carbon monoxide concentration directly because so small addition of water
can not effect so significantly on integral emission. It is clearly seen that a small water
addition accelerates the oxidation process and increases final CO processing dramatically.
In the Figure 3.35 emission intensity of CO(B1Σ→ A1Π) band at a time of t = 160 s (this
value at fixed initial pressure can be associated with CO conversion level relative to this

level without water) and minimum value of time derivatives of emission dICO(t)
dt

(this value
at fixed initial pressure can be associated with maximal rate of CO oxidation relative to
the rate without water) versus initial pressure are shown for different percentage of water
vapor. It is needed to note that the minimums of the derivatives can be represented in
the same form for all experimental data:

dI

dt
=
dI

dt

∣∣∣∣
[H2O]=0

+ F (p) ln[H2O],

where F(p) is universal function, which has not dependency on H2O concentration. Also,
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Figure 3.35: Minimum values of CO(B1Σ → A1Π) emission intensity time derivative,
when the discharge is switched on, versus the mixture initial pressure. Mixtures are
CO–O2 stoichiometric with small addition of water vapor.

it is clearly seen that the emission intensities I(t = 160, p) have the same pressure loga-
rithmic derivatives when water is added:

(I(t = 160, p) = I0(1− ln[H2O]
0.307) exp(−0.243p),

and essentially different without water addition:

I(t = 160, p) ∼ exp(−0.187p).

Here [H2O] is a percentage of water, p is the initial pressure expressed in torr.
This feature denotes that the residual concentration of water or hydrocarbons (actuat-

ing fluid of pump) is practically constant and does not depend on the mixture’s pressure.
It is clearly seen that the water influence on the rate of CO oxidation is very strong.
For this reason we were forced to prepare the discharge cell before the water filling with
especial carefulness. After each experiment we pumped and cleaned out by air blowing
the discharge cell three and more times. All experiments without water addition were
carried out more than two times (up to 5). In the figures we have shown only one of
points for each pressure. These points were corresponded to lowest value of the emission
intensity derivative and, as we assume, minimal hydrogen containing admixture. To pre-
pare discharge cell to hydrocarbons-oxygen (excluding lean acetylene–oxygen mixtures)
experiments these precautions were not needed because these mixtures already contain
essential concentration of hydrogen containing molecules.
In assumption that background admixture of hydrogen containing molecules does not

change with pressure and composition of mixture we approximate with the good accuracy
all measured data I(t = 160) by following function:

(I(t = 160, p, [H2O]) = I0[1− 0.308 ln([H2O] + 100a/p)] exp(−0.243p),
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Table 3.14: Kinetics of CO oxidation in the discharge.

1. Electron impact to CO e+CO → C+O F (E/N), δε ≈ 12eV
2. C atoms losses C+O2 → CO+O(1D) 5 · 10−11

C+H2O → CH+OH < 1 · 10−12

C+CO2 → 2CO < 1 · 10−15

3. Electron impact to H2O e+H2O → OH+H+e F (E/N), δε ≈ 7eV
5. OH production in the process O(1D)+H2O → 2OH 1.1 · 10−10

6. Loss in the processes of CO oxidation CO+OH → CO2+H 1.7 · 10−13

where a=4.5 · 10−3 torr is a pressure of hydrogen containing molecules converting to the
water molecules. Pumping of the discharge cell was produced by roughing-down pump
and this value seems to be adequate taking into account multiple cleaning by air.
It is not possible to extrapolate this dependency to the [H2O]=0 limit, but we can

estimate I(t, p, 8%)/I(t, p, 1%) = 2.8. As we mentioned previously, this relation directly
connected to the level of CO conversion - at the 8% water presence the conversion level
is 2.8 times higher than the level at the 1 % water presence. The maximal oxidation rate
at that changes to 3 times too approximately.
So strong coupling of the rate oxidation and the conversion level of CO with water

concentration can be explained by the fact that the main part of CO oxidizes under
nanosecond discharge action at low temperature in the processes showed in the table 3.14.
At that time any channel without OH radical is very weak.
It is necessary to note that a CO molecule is very stable. It’s ionization potential and

the first dissociation limit are 14.01 and 11.09 eV correspondingly. Thus, dissociation or
ionization of CO in the discharge are not main channel of energy branching, but one act of
CO dissociation leads to produce one O atom, one CO molecule and 2 OH radicals in the
series of fast reactions (table 3.14). These two OH radicals are consumed to production
of two CO2 molecules. Thus, in the presence of water dissociation of CO leads to fast and
effective conversion of CO molecules.

3.7 Kinetics of neutrals in hydrocarbons (C2H6, CH4,

H2, C2H5OH)–oxygen mixtures

Kinetics of neutrals in hydrocarbons(C2H6, CH4, H2, C2H5OH)–oxygen mixtures.
N Reaction Rate constants, cm3/s
1. H2+O(

1D) = H+OH 1.1·10−10

2. H2+O = H+OH 1·10−17

3. H2+OH = H2O+H 7·10−15

4. H2+CHO = H+CH2O 2.8·10−26

5. H2+CH3O = H+CH3OH 3.7·10−9

6. O2+O(
1D) = O2+O 4·10−11

7. O2+O+M = O3+M 6·10−34

8. O2+H+M = HO2+M 5.7·10−32

9. O2+CH3+M = CH3O2+M 4.5·10−31
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N Reaction Rate constant, cm3/s
10. O2+C2H5+M = C2H5O2+M 1.5·10−28

11. O2+CHO = CO+HO2 5.5·10−12

12. O2+CHO = CO2+OH 1.1·10−13

13. O2+CH3O = CH2O+HO2 2·10−15

14. O2+CH3CO = CH2O+CO+OH 3·10−12

15. CH4+O(
1D) = CH3+OH 2.2·10−10

16. CH4+O = CH3+OH 1·10−17

17. CH4+OH = CH3+H2O 6.3·10−15

18. CH4+H = CH3+H2 1·10−17

19. C2H4+O = H+CH2CHO 6.24·10−13

20. C2H4+OH+M = HOCH2CH2+M 1·10−28

21. C2H4+H+M = C2H5+M 2·10−30

22. C2H6+O(
1D) = C2H5+OH 6.3·10−10

23. C2H6+O = C2H5+OH 5·10−16

24. C2H6+OH = C2H5+H2O 2.5·10−13

25. CO+O(1D) = CO2 7.3·10−11

26. CO+O(1D) = CO+O 2.1·10−10

27. CO+O+O2 = CO2+O2 6·10−35

28. CO+O+H2O = CO2+H2O 6·10−35

29. CO+O+CO2 = 2CO2 3.5·10−35

30. CO+OH = HOCO 1.5·10−13

31. HOCO+O2 = CO2+HO2 1.5·10−12

32. CO+OH = CO2+H 1.7·10−13

33. CO+H+M = CHO+M 1.5·10−34

34. CO+CH3+M = CH3CO+M 4.2·10−36

35. CO+C2H5 = C2H5CO 8.1·10−17

36. CO2+O(
1D) = CO2+O 1.1·10−10

37. CH3CHO+O(
1D) = OH+CH3CO 3·10−10

38. CH3CHO+O = CH3CO+OH 4.3·10−13

39. CH3CHO+OH = CH3CO+H2O 1.45·10−11

40. CH3CHO+H = CH3CO+H2 1.·10−13

41. CH3CHO+CH3 = CH3CO+CH4 5·10−18

42. CH3CHO+C2H5 = CH3CO+C2H6 1·10−17

43. CH3CHO+CHO = CHO+CO+CH4 2·10−17

44. CH3CHO+CH3O = CH3CO+CH3OH 1·10−14

45. CH3CHO+CH3CO = CHO+C2H6CO 2.8·10−13

46. CH2O+O(
1D) = OH+CHO 3·10−10

47. CH2O+O = OH+CHO 1.7·10−13

48. CH2O+OH = H2O+CHO 9.4·10−12

49. CH2O+H = H2+CHO 5.7·10−14

50. CH2O+CH3O = CH3OH+CHO 1.1·10−15

51. CH3OH+O(
1D) = CH3O+OH 5.1·10−10

52. CH3OH+O = CH3O+OH 7·10−15

53. CH3OH+OH = CH2OH+H2O 9.3·10−13

54. CH3OH+OH = CH3O+H2O 1.4·10−13
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N Reaction Rate constant, cm3/s
55. CH3OH+H = CH2OH+H2 1.3·10−15

56. CH3OH+CH3O = CH2OH+CH3OH 5.4·10−16

57. C2H5OH+O(
1D) = C2H5O+OH 5·10−10

58. C2H5OH+O = CH3CHOH+OH 1.·10−13

59. C2H5OH+OH = CH3CHOH+H2O 1.3·10−12

60. C2H5OH+H = CH3CHOH+H2 3·10−15

61. CH3OOH+O(
1D) = CH3O2+OH 5·10−10

62. CH3OOH+O = CH3O2+OH 1·10−14

63. CH3OOH+OH = CH3O2+H2O 3.6·10−12

64. CH3OOH+OH = CH2OOH+H2O 1.9·10−12

65. CH3OOH+H = CH2OOH+H2 1·10−15

66. CH3OOH+H = CH3O+H2O 4·10−16

67. CH3OOH+H = CH3O2+H2 5·10−16

68. C2H5OOH+O(
1D) = C2H5O2+OH 5·10−10

69. C2H5OOH+O = C2H5O2+OH 1.2·10−14

70. C2H5OOH+OH = C2H5O2+H2O 3.7·10−12

71. C2H5OOH+OH = CH3CHO+H2O+OH 2·10−12

72. C2H5OOH+H = CH3CHO+H2+OH 1·10−15

73. C2H5OOH+H = C2H5O+H2O 4·10−16

74. C2H5OOH+H = C2H5O2+H2 5·10−16

75. H2O2+O(
1D) = OH+HO2 5.2·10−10

76. H2O2+O = OH+HO2 1.8·10−15

77. H2O2+OH = H2O+HO2 1.7·10−12

78. H2O2+H = H2O+OH 4.2·10−14

79. H2O2+CH3 = CH4+HO2 5.5·10−14

80. H2O2+C2H5 = C2H6+HO2 2.8·10−15

81. H2O2+CH3O = CH3OH+HO2 1·10−14

82. H2O+O(
1D) = OH+OH 2.2·10−10

84. O(1D)+O3 = 2O2 1.2·10−10

85. O(1D)+O3 = 2O+O2 1.2·10−10

86. O+O+O2 = O2+O2 1·10−32

87. O+O+H2 = O2+H2 2.6·10−33

88. O+O+H2O = H2O+O2 1.7·10−32

89. O+O+CH4 = CH4+O2 2.2·10−33

90. O+O+CO = CO+O2 1.9·10−33

91. O+O+CO2 = CO2+O2 4·10−33

92. O+O+C2H6 = C2H6+O2 3.3·10−33

93. O+O3 = 2O2 8.3·10−15

94. O+OH = H+O2 3.5·10−11

95. O+H+H2 = OH+H2 9.2·10−33

96. O+H+CH4 = OH+CH4 9.2·10−33

97. O+H+CO2 = OH+CO2 9.2·10−33

98. O+H+CO = OH+CO 6.9·10−33

99. O+H+H2O = OH+H2O 2.8·10−32

100. O+H+C2H6 = OH+C2H6 1.4·10−32
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N Reaction Rate constant, cm3/s
101. O+HO2 = OH+O2 5.7·10−11

102. O+CH3 = H+H2+CO 3·10−11

103. O+CH3 = H+CH2O 1·10−10

104. O+C2H5 = CH3CHO+H 1.3·10−10

105. O+C2H5 = CH2O+CH3 2.7·10−11

106. O+CHO = H+CO2 5·10−11

107. O+CHO = OH+CO 5·10−11

108. O+CH3O = CH3+O2 2.5·10−12

109. O+CH3O = CH2O+OH 2.4·10−11

110. O+CH3CO = CO2+CH3 3.3·10−11

111. O+CH3O2 = CH3O+O2 5·10−11

112. O+C2H5O2 = C2H5O+O2 7·10−11

113. O3+OH = O2+HO2 7.4·10−14

114. O3+H = OH+O2 3·10−11

115. O3+HO2 = 2O2+OH 2.1·10−15

116. O3+CH3 = CH3O+O2 2.6·10−12

117. O3+C2H5 = C2H5O+O2 2.5·10−11

118. O3+CHO = H+O2+CO2 1·10−12

119. O3+CH3O2 = 2O2+CH3O 1·10−17

120. O3+C2H5O2 = 2O2+C2H5O 1·10−17

121. OH+OH = O+H2O 1.4·10−12

122. OH+H+H2O = H2O+H2O 4.3·10−30

123. OH+H+H2 = H2O+H2 8.6·10−31

124. OH+H+C2H6 = C2H6+H2O 3.5·10−30

125. OH+H+O2 = H2O+O2 6.8·10−31

126. OH+H+CO2 = H2O+CO2 9·10−31

127. OH+H+CO = H2O+CO 4.5·10−31

128. OH+HO2 = H2O+O2 1.1·10−10

129. OH+CH3 = CH2OH+H 1.3·10−11

130. OH+CH3 = CH3O+H 1.6·10−10

131. OH+CH3 = CH3OH 1·10−10

132. OH+C2H5 = C2H4+H2O 4·10−11

133. OH+C2H5 = C2H5OH 1.2·10−10

134. OH+CHO = H2O+CO 1.7·10−10

135. OH+CH3O = H2O+CH2O 3·10−11

136. OH+CH3CO = CH2CO+H2O 2·10−11

137. OH+CH3O2 = O2+CH3OH 1·10−10

138. OH+C2H5O2 = O2+C2H5OH 1·10−10

139. H+H+H2 = H2+H2 8.9·10−33

140. H+H+CH4 = H2+CH4 1.8·10−32

141. H+H+CO2 = H2+CO2 1.7·10−32

142. H+H+C2H6 = H2+C2H6 2.8·10−32

143. H+H+H2O = H2+H2O 9.2·10−32

144. H+HO2 = H2O+O 2.4·10−12

145. H+HO2 = H2+O2 5.6·10−12
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N Reaction Rate constant, cm3/s
146. H+HO2 = 2OH 7.2·10−11

147. H+CH3+C2H6 = CH4+C2H6 3·10−28

148. H+CH3+H2O = CH4+H2O 6·10−28

149. H+CH3+H2 = CH4+H2 2·10−28

150. H+CH3+CH4 = 2CH4 2·10−28

151. H+CH3+CO = CH4+CO 1.5·10−28

152. H+CH3+CO2 = CH4+CO2 2·10−28

153. H+C2H5 = 2CH3 1.25·10−10

154. H+CHO = H2+CO 1.13·10−10

155. H+CH3O = H2+CH2O 3·10−11

156. H+CH3CO = CHO+CH3 3.6·10−11

157. H+CH3CO = CH2CO+H2 1.9·10−11

158. H+CH3O2 = CH3O+OH 1.6·10−10

159. H+C2H5O2 = C2H5O+OH 1.6·10−10

160. HO2+HO2+M = O2+H2O2+M 4.5·10−32

161. HO2+HO2 = O2+H2O2 1.7·10−12

162. HO2+CH3 = CH3O+OH 3·10−11

163. HO2+CH3 = CH4+O2 6·10−12

164. HO2+C2H5 = O2+C2H6 5·10−13

165. HO2+C2H5 = H2O2+C2H4 3·10−12

166. HO2+C2H5 = OH+C2H5O 5·10−11

167. HO2+CHO = CH2O+O2 5·10−11

168. HO2+CH3O = CH2O+H2O2 5·10−13

169. HO2+CH3CO = CH3+CO2+OH 5·10−11

170. HO2+CH3O2 = O2+CH3OOH 5.8·10−12

171. HO2+C2H5O2 = O2+C2H5OOH 7.63·10−12

172. CH3+CH3 = C2H6 4.6·10−11

173. CH3+C2H5 = C3H8 5.6·10−11

174. CH3+C2H5 = C2H4+CH4 1.9·10−12

175. CH3+CHO = CH4+CO 4.4·10−11

176. CH3+CHO = CH3CHO 6.3·10−12

177. CH3+CH3O = CH4+CH2O 4·10−11

178. CH3+CH3CO = CO+C2H6 5.3·10−11

179. CH3+CH3CO = CH2CO+CH4 1·10−11

180. CH3+CH3O2 = 2CH3O 4·10−11

181. CH3+C2H5O2 = CH3O+C2H5O 4·10−11

182. C2H5+C2H5 = C2H4+C2H6 2.4·10−12

183. C2H5+C2H5 = C4H10 1.9·10−11

184. C2H5+CHO = CO+C2H6 2·10−10

185. C2H5+CH3O = CH2O+C2H6 4·10−11

186. C2H5+CH3CO = C2H5COCH3 3·10−11

187. C2H5+CH3O2 = C2H5O+CH3O 4·10−11

188. C2H5+C2H5O2 = 2C2H5O 4·10−11

189. CHO+CHO = CO+CH2O 5·10−11

190. CHO+CH3O = CO+CH3OH 1.5·10−10
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N Reaction Rate constant, cm3/s
191. CHO+CH3CO = CH3COCHO 3·10−11

192. CHO+CH3CO = CH3CHO+CO 1.5·10−11

193. CHO+CH3O2 = CH3OOH+CO 5·10−11

194. CHO+C2H5O2 = C2H5OOH+CO 5·10−11

195. CH3O+CH3O = CH3OH+CH2O 1·10−10

196. CH3O+CH3CO = CH3OH+CH2CO 1·10−11

197. CH3O+CH3CO = CH3CHO+CH2O 1·10−11

198. CH3O+CH3O2 = CH3OOH+CH2O 5·10−13

199. CH3O+C2H5O2 = C2H5OOH+CH2O 5·10−13

200. CH3CO+CH3CO = CH2CO+CH3CHO 1.5·10−11

201. CH3CO+CH3O2 = CH3+CO2+CH3O 4·10−11

202. CH3CO+C2H5O2 = C2H5+CO2+CH3O 4·10−11

203. CH3O2+CH3O2 = 2CH3O+O2 1.3·10−13

204. CH3O2+C2H5O2 = CH3O+C2H5O+O2 2·10−13

205. C2H5O2+C2H5O2 = 2C2H5O+O2 4·10−14

206. CH2OOH = CH2O+OH 5·104

207. O2+C2H5CO = CH3CHO+CO+OH 3·10−12

208. CH3CHO+C2H5CO = C3H8CO+CHO 2.8·10−13

209. O2+CH3CHOH = CH3CHO+HO2 1.9·10−11

210. CH3CHOH+O = CH3CHO+OH 3.2·10−10

211. CH3CHOH+H = CH3CHO+H2 8·10−11

212. CH2CO+O = 2CHO 7·10−13

213. CH2CO+OH = CH2OH+CO 1.2·10−11

214. C2H5O+O2 = CH3CHO+HO2 1·10−14

215. HOCH2CH2+H = CH3CHO+H2 8.3·10−11

216. HOCH2CH2+O2 = CH3CHO+HO2 3·10−12

217. CH2OH+O = OH+CH2O 1.5·10−10

218. CH2OH+H = H2+CH2O 5·10−11

219. CH2OH+O2 = HO2+CH2O 9.6·10−12

220. CH2OH+OH = H2O+CH2O 9.6·10−12

221. CH2OH+HO2 = H2O2+CH2O 2·10−11

222. CH2OH+CHO = CO+CH3OH 2·10−11

223. CH2OH+CHO = 2CH2O 3·10−11

224. CH2OH+CH3O = CH3OH+CH2O 4·10−11

225. CH2OH+C2H5O = C2H5OH+CH2O 4·10−11

226. CH2OH+CH3 = CH4+CH2O 1.4·10−10

227. CH2OH+C2H5 = C2H6+CH2O 4·10−12

228. CH2OH+C2H5 = C2H4+CH3OH 4·10−12

229. CH2OH+H2 = CH3OH+H 1·10−13

230. CH2CHO+O2 = CH2O+OH+CO 3·10−14

231. H+CO2 = CO+OH 1·10−29

Thus, slow oxidation of C2H2, CH3COCH3 and C2H5OH in stoichiometric and some lean
mixtures with oxygen under the action of the nanosecond pulsed-periodic discharge has
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been investigated experimentally. CO oxidation under the action of the discharge in the
stoichiometric mixture with O2 in the presence of small additions of H2 has been investi-
gated experimentally. The kinetics of slow oxidation of H2, CH4, C2H6, C2H5OH, C2H2,
CH3COCH3 under the action of the nanosecond pulsed–periodic discharge in mixtures
with oxygen at room temperature under nanosecond uniform discharge have been con-
sidered. The main role of O(1D) and OH-radical has been determined in the kinetics.
Main paths of radicals and atoms creation in the discharge has been shown. The kinetic
scheme for the H2, CH4, C2H6 and C2H5OH oxidation at room temperature under the
nanosecond discharge action has been developed. The results of calculation using this
scheme are in the good agreement with experimental results.
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Chapter 4

The Experimental and Numerical
Study of High-Temperature Kinetic
of H2 and C1-C5 PAI

4.1 Nanosecond gas discharge ignition of H2-O2-Ar

mixtures.

4.1.1 Theoretical analysis of ignition efficiency

To determine the region of parameters for the experiment, a detailed numerical analysis
of the ignition efficiency under the action of a nanosecond discharge has been performed.
Let us consider gas mixture at specified parameters (pressure, temperature, density).
The discharge propagating through the mixture produces active particles. To estimate
the influence of the fast ionization wave on combustion we have to calculate the density of
active particles in the discharge. Taking into account that the discharge duration (40 ns
in our case) is significantly smaller than the typical combustion time (microseconds), we
consider the discharge as an initial step and calculate the processes in the discharge and
the chemistry in the afterglow as two separate parts. Data on the concentrations of atoms
and radicals produced in the discharge are taken as the initial data for high-temperature
calculations in the afterglow.
Detailed experimental investigations of nanosecond discharge have proved91 that for

the first several nanoseconds the electric field burst is observed in the ionization wave
front, its maximum value being close to the electron runaway threshold or over it. For
the following several tens of nanoseconds the field decreases from values corresponding
to active excitation of the inner gas degrees of freedom to zero. It was shown92 that the
intensive production of electrons, as well as the population of electron states take place
behind the ionization wave front in “residual” fields (hundreds of V/(cm·Torr)). In the
case of a relatively short discharge gap we can neglect the production of active particles
in the discharge front and consider the formation of atoms and radicals only after the
overlap of the electric gap.124 The typical velocity of nanosecond discharge propagation
is 5 − 10 cm/ns. For a 20 cm discharge gap, the time of the discharge propagation from
the high-voltage electrode to the low-voltage one can be estimated as 2 − 4 ns, which is
significantly smaller than the pulse duration.
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To calculate the densities of active particles, one has to determine electron energy
distribution function (EEDF) by solving Boltzmann equation for electrons. In the case
of high electric fields, the exact solution of this equation requires statistical modelling.14

If we do not consider the FIW front, as it was mentioned above, we can use two-term
approximation of Boltzmann equation.125 For discharge calculations, we used standard
BOLSIG software120 or Gordeev solver.126 Both codes calculate a stationary electron
energy distribution function and a fractional energy deposited in different collisional pro-
cesses. The input is a list of reduced electric fields E/N (here E is an electric field and
N is a gas density) to be treated and the gas composition. The output is the densities
of vibrationally and electronically excited particles, atoms and radicals dissociated via
electronically excited states. The list of the processes used for EEDF computation for
hydrogen-oxygen mixture is given in the Tables 4.1, 4.2. The excitation cross-sections
were taken from127–129 for hydrogen, and from130–135 for oxygen, dissociation was treated
in accordance with.103 For the hydrogen molecule, the dissociation takes place via b3Σ+u
and a3Σ+g electronically excited states, while for oxygen via A

3Σ+u and B
3Σ−

u states. The
concentrations of atoms and radicals created in the discharge were taken as the initial data
for the high-temperature calculations. All other mixtures were considered in a similar way.

Table 4.1: Excitation of H2 by electron impact. ∆E is a threshold of the process.
Process ∆E, eV Reference
e + H2 → e + H2(v = 1) 0.516 129

e + H2 → e + H2(v = 2) 1.000 129

e + H2 → e + H2(v = 3) 1.500 129

e + H2 → e + H2(rot) 0.044 129

e + H2 → e + H2(d
3Πu) 14.00 128

e + H2 → e + H2(a
3Σ+g ) 11.80 128

e + H2 → e + H2(b
3Σg) 8.900 128

e + H2 → e + H2(c
3Πu) 11.75 128

e + H2 → e + H2(B
1′Σ+u ) 12.62 128

e + H2 → e + H2(B
1Σ+u ) 11.30 128

e + H2 → e + H2(E
1Σ+g ) 11.99 128

e + H2 → e + H2(C
1Πu) 12.40 128

e + H2 → e + H2(e
3Σ+u ) 12.83 128

e + H2 → e + e + H+
2 15.40 129

The numerical code for the description of high-temperature ignition kinetics under
the action of a high-voltage nanosecond discharge has been developed on the basis of a
kinetic scheme136 and the GRI-Mech 3.0 mechanism. CHEMKIN2 solver was used for
calculations. Both kinetic schemes gave the same results for investigated mixtures. It
should be noted that kinetics of the electronically excited particles is important in an
afterglow of the pulsed nonequilibrium gas discharge, and the problem of influence of the
excited particles on the ignition processes is under discussion now. But we included only
ground state particles in our model. More explanation about this fact is given in the
section “Results”.
In summary, the initial parameters of task were gas composition, initial temperature,

and pressure. The discharge was assumed as a square pulse of the electric field at a given
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Table 4.2: Excitation of O2 by electron impact. ∆E is a threshold of the process.
Process ∆E, eV Reference
e + O2(j1) → e + O2(j2) 0.005 131

e + O2 → e + O2(v = 1) 0.193 126

e + O2 → e + O2(v = 2) 0.382 126

e + O2 → e + O2(v = 3) 0.569 126

e + O2 → e + O2(v = 4) 0.752 126

e + O2 → e + O2(a
1∆g) 0.983 131

e + O2 → e + O2(b
1Σ+g ) 1.64 131

e + O2 → e + O2(B
3Σ−

u ) 8.40 131

e + O2 → e + O2(A
3Σ+u ) 4.50 131

e + O2 → e + O2(C
3∆u) 6.87 132

e + O2 → e + O2(9.9eV ) 9.90 131

e + O2 → e + O2(Rydberg) 13.5 131

e + O2 → O−
2 (X

2Πg) → O−(2P 0)+O(3P ) 4.25 133

e + O2 → e + O+ + O− 15.0 133

e + O2 → e + e + O(3P ) + O+(4S) 18.0 135

amplitude and with a duration of 40 ns. For test calculations, we have chosen the electric
field value E/N = 300 Td (’Td’, or Townsend, is used in the gas discharge physics, and
1 Td = 0.33 V/(cm Torr) = 10−17 V·cm2 at 200 C), which is typical for a nanosecond
discharge after the breakdown front. For the first stage, we calculated EEDF, energy
branching, and densities of atoms and radicals in the discharge. The mixture composi-
tion, including atom/radical density after the discharge action, and the gas temperature
were taken as initial parameters for the calculations of the ignition problem. As a first
approximation, we neglected the kinetics of electronically excited states in the afterglow.
The final results were the kinetic curves of combustion species. Ignition delay in the
calculations was defined by an temperature increase of 200 K.
As a result of the numerical modelling, the range of parameters where the system is

most sensitive to the discharge action has been found. Figure 4.1 shows the results of the
numerical calculations of the ignition delay time in a H2-air stoichiometric mixture at a
total pressure of P = 1 atm. These calculations were performed both for autoignition and
for nanosecond discharge conditions. The case with zero excitation energy corresponds to
the autoignition at the given temperature. The ignition delay time in the system is very
sensitive to additional nonequilibrium gas excitation. Even an excitation with the energy
W = 4 × 10−4 J/cm3 causes a considerable decrease of the ignition delay time and the
ignition temperature threshold. For the energy level of W = 4× 10−1 J/cm3 the ignition
threshold shift reaches the value of 400 K. Thus, a discharge energy variation allows the
ignition threshold value and ignition delay time in H2-air mixture to be changed in a wide
range.
For the CH4-air mixture, the excitation under the action of the pulse discharge is

substantially weaker than for the H2-air mixture. The methane molecule has a relatively
small cross-section for dissociation by electron impact. Besides, the methane density in the
stoichiometric mixture with air is considerably lower, than the H2 density. Therefore, the
ignition threshold shift for CH4-air mixtures is small at low values of discharge energies.
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Figure 4.1: Calculated ignition delay time vs initial gas temperature. H2: O2: N2 = 29.6:
14.8: 55.6 mixture. P =1 atm. Non-equilibrium excitation. E/N=300 Td. Different
curves correspond to different energy consumption: 1 – 0 J/cm3 (autoignition); 2 – 4 ·
10−4 J/cm3; 3 – 4 · 10−3 J/cm3; 4 – 4 · 10−2 J/cm3; 5 – 4 · 10−1 J/cm3.

On the other hand, at a high discharge energy (W = 0.4 J/cm3), the ignition threshold
shift exceeds 400 K in the temperature range investigated (Figure 4.2, the energy release
is indicated in the figure).
It is interesting to compare these results with results obtained in the case of the

equilibrium excitation, that is thermal heating. Figure 4.3 gives this analysis for the H2-
air mixture. The ignition delay time changes even in the case of equilibrium excitation,
where all degrees of freedom are heated simultaneously. However, at the same energy
release, W = 4×10−3 J/cm3, the gas excitation by a nonequilibrium discharge at reduced
electric field E/N=300 Td leads to more pronounced decrease of the ignition threshold.
This difference in efficiency of ignition by the FIW and by the heating depends upon a
value of contributed energy (Figure 4.4). The nonequilibrium excitation is much more
efficient at a low energy input. Physically this is clear: production of atoms and radicals
without the additional heating of the system increases the reaction rate and significantly
shifts the ignition delay. The influence of nonequilibrium energy input becomes the same
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Figure 4.2: Calculated ignition delay time vs initial gas temperature. CH4: O2: N2

= 9.4: 18.8: 71.8 mixture. P =1 atm. Non-equilibrium excitation. E/N=300 Td.
Different curves correspond to different energy consumption: 1 – 0 J/cm3 (autoignition);
2 – 10−3 J/cm3; 3 – 10−2 J/cm3; 4 – 10−1 J/cm3; 5 – 4 · 10−1 J/cm3.

as the influence of heating at an energy input of 0.1 J/cm3. The typical energy input
by the nanosecond discharge in our experiments was 10−3 − 5 · 10−2 J/cm3; it was in the
region, where thermal ignition due to additional heating is less efficient than the effect of
the gas discharge.
In addition, we analyzed the influence of the electric field value in the discharge on

the ignition delay time (Figure 4.5). We have concluded that the region of reduced
electric fields, where gas excitation is the most efficient, from the point of view of ignition
initiation, is from 250 to 350 Td. This value coincides with the reduced electric field
values in the region of the maximum energy release in the fast ionization wave.94

So, the preliminary numerical modelling has predicted the range of temperatures and
electric fields, which are suitable for an experimental check of the ignition delay decrease.
The most interesting region of temperatures for experiments is 800-1000 K for a hydrogen-
containing mixture and 1200-1800 K for one containing methane. This region can easily
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Figure 4.3: Calculated ignition delay time vs initial gas temperature for thermal and
nonequilibrium plasma excitation. H2: O2: N2 = 29.6: 14.8: 55.6 mixture. P =1 atm.
Total energy release W = 4 × 10−3 J/cm3. Reduced electric field is E/N=300 Td. 1 –
autoignition; 2 – equilibrium excitation; 3 – nonequilibrium excitation.

be reached by using shock tube technique.137

4.1.2 Description of experiment

Shock tube

The apparatus used to investigate the fast homogeneous ignition of combustible mixtures
(Figure 4.6) consists of a shock tube (ShT), discharge cell (DC) connected to the shock
tube, the gas evacuation and supply system, the system of discharge initiation, and the
diagnostic system.
The shock tube is made of stainless steel and has a square cross section of 25x25 mm

with a 1.6 m working channel length. The high pressure cell (HPC) length is 60 cm. There
are 2 pairs of diagnostic optical windows along the stainless steel working channel.The
windows were aligned with respect to inner shock tube walls and walls were polished
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Figure 4.4: Calculated ignition delay time vs energy input for thermal and nonequilibrium
plasma excitation. H2: O2: N2 = 29.6: 14.8: 55.6 mixture. P =1 atm; T0 =1000 K;
E/N=300 Td. 1 – autoignition (corresponds to zero energy input); 2 – equilibrium
excitation; 3 – nonequilibrium excitation (E/N = 300 Td, t = 40 ns).

to decrease disturbances of flow. The last section of the shock tube is made from a
transparent dielectric material. We used two different sections in our experiments. The
first one is made from a 10 mm thick quartz plates surrounded by an organic glass 20 mm
in thickness and has twelve quartz optical windows for an emission output. The second
one is made from an organic glass and has eight optical windows (6 of them are made from
quartz and 2 are made from MgF2). Both sections have 25x25 mm the inner square cross-
section and are 20 cm in length. The results were the same for both sections, therefore
we shall not specify which of sections was used. The uniform nanosecond discharge in
the form of the fast ionization wave was organized in the dielectric section; the end plate
(EP) of the shock tube is a high-voltage electrode of the discharge system; the electric
circuit is closed via grounded stainless steel driven section of the shock tube.

Discharge initiation

The nanosecond discharge initiation was synchronized with the reflected shock wave com-
ing to the observation point (point A in the figure) by means of a microsecond pulse
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Figure 4.5: Calculated ignition delay time vs reduced electric field. H2: O2: N2 = 29.6:
14.8: 55.6 mixture. P =1 atm; T0 =1000 K. Energy release is W = 4 × 10−3 J/cm3;
t = 40 ns.

generator (PG). To obtain high-voltage pulse we used Marks-type generator. The GIN-9
high voltage Marks generator (HVG) consists of 10 stages. To provide the spark gap op-
eration, the pulsed voltage generator is filled with nitrogen at a pressure of 3 atm, which
provides a starting voltage range from 100 to 160 kV. To sharpen the voltage impulse
coming from the generator to the discharge gap, a forming ferrite line of wave resistance
Z = 40 Ohm is used. At the forming line output, the voltage rise rate is 8 kV/ns, which
provides the formation of gas discharge in the form of a fast ionization wave in the di-
electric section of the shock tube. The velocity of the ionization wave front propagation
is 109 − 1010 cm/s with a dependence on parameters.

Vacuum system and mixtures used

To evacuate the system, rotary and diffusive pumps were used. Having been pumped the
system was filled with investigated gas mixture. We used gas mixtures (for details see
Table 4.3) of methane or hydrogen with oxygen diluted with Ar or He in order to reach the
desired pressure and temperature behind the reflected shock wave. The initial pressure
in the driven section was varied from 5 to 40 Torr. Dilution by Ar or He increased the
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Figure 4.6: Scheme of the experimental setup.

specific heat ratio, and allowed higher temperatures to be reached behind the reflected
shock wave. He, dry air, or CO2 were used as driver gases. In some experiments special
perforated flow plate was inserted between high pressure section and driven section before
the diaphragm. This plate allowed us to decrease the shock wave velocity at the same
initial conditions.

Table 4.3: Composition of the gas mixtures.
H2,% O2,% He,% Ar,%
12 6 — 82
12 6 82 —
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Diagnostic system

Diagnostic system consists of three parts. They are the system monitoring shock wave
parameters, the system monitoring the nanosecond discharge electrical parameters and
the system registering ignition.
The system monitoring the shock wave parameters includes the system measuring the

incident and reflected shock wave velocity by the laser schlieren technique and the system
controlling the initial pressure. The schlieren system consists of 3 He-Ne lasers mounted
along the shock tube at different points and 3 pairs of photodiodes with differential an-
alyzers (DA); the time delays between points 2-1 and 1-3 along the tube were registered
by time-delay analyzers (TD) and monitored by the Tektronix TDS 3054 oscilloscope.
From the initial gas mixture composition, the initial pressure and velocity of the incident
shock wave, we determined the pressure, gas density and temperature behind the reflected
shock wave by solving the conservation laws, assuming a full relaxation and no chemical
reactions. Thermodynamic data were taken from.138

The system monitoring the nanosecond discharge electrical parameters includes a cal-
ibrated magnetic current gauge (MCG) to control current pulse and a capacitance gauge
(CG) over the high-voltage electrode to monitor the high-voltage pulse shape and ampli-
tude. We placed an additional capacitive gauge near the observation point (12 cm apart
from the CG) to measure the velocity of the discharge development. The signals from
electrical gauges were monitored by using a Tektronix TDS 380 oscilloscope. All cables
were additionally screened and oscilloscopes were placed into the shielded room to dimin-
ish high-frequency electrical noise. Figure 4.7 represents the typical behavior of voltage
on the electrode, voltage and current near the observation point. Velocity of the fast
ionization wave propagation can be determined from the signals from capacitance gauges.
In this case, the velocity is about of 10 cm/ns. It is clearly seen that maximal energy con-
sumption takes place during first 20–30 ns, when the current is high enough. Under these
conditions, the formation of active particles in the discharge and ignition/combustion can
be considered as successive processes from the point of view of both numerical modelling
and the experiment.
The combustion process was investigated by using emission spectroscopy. Emission

originating due to the combustion process was monitored in the direction perpendicular to
the shock tube axis at a distance of 55 mm from the end plate (point A) with the use of a
MDR-23 monochromator (1.2 nm mm−1, 1.2 m focal length, 1200 mm−1, LOMO), a FEU-
100 photomultiplier (MELZ), and a Tektronix TDS 3054 oscilloscope. The observation
point is rather far from the end plate. To decrease influence of boundary layers it is more
usual for kinetic measurements to be made in the vicinity of end plate. However we had
to choose position of the observation point in such way to avoid electric field disturbances
caused by high voltage electrode. Accuracy of the temperature determination on the basis
of the ideal shock tube theory will be discussed in the section “Results”. We measured the
OH emission (λ = 306.4 nm, A2Σ(v′ = 0)→ X2Π(v′′ = 0) transition) in a wide range of
experimental conditions: mixtures of various compositions, temperature variations from
750 to 2250 K, pressure variations from 0.3 to 2.3 atm. The same experiments were
repeated under a discharge action, at high-voltage pulse amplitude variations from 100
to 160 kV on the electrode and a pulse duration of about 30-40 ns at a half-height of an
amplitude (FWHM).
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Figure 4.7: Typical behavior of synchronized signals from the N 3 schlieren gauge, syn-
chrogenerator and photomultiplier at different amplitudes of high-voltage pulse. Mixture
H2: O2: N2: Ar = 6: 3: 11: 80.

Synchronization

The typical behavior of the synchronized signals from the N 3 schlieren gauge, the syn-
chrogenerator, and the photomultiplier at different amplitudes of high-voltage pulse from
the generator is represented in Figure 4.8. Signals from different gauges are shifted along
y -axis relative to each other for convenience. The upper curve represents a signal from
the N 3 schlieren gauge, placed at the observation point. Peaks corresponding to incident
(marked with “Inc,3”) and reflected (“Refl,3”) shock waves are well-pronounced. The
second curve corresponds to synchrosignal which correlates with the incident wave com-
ing to the N 1 schlieren gauge (the time moment is indicated as “Inc,1” in the figure).
A variable delay ∆t allows the adjustment of the discharge initiation so that discharge
starts after the reflected shock wave coming to the point A. The time interval between the
signal from the schlieren gauge and the initiation of discharge was significantly smaller
than the ignition delay in the autoignition case for the same temperature. As a rule, this
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time (between points “Refl.,3” and “ns discharge” in the figure) was 20–40 µs.

Figure 4.8: Typical voltage on the electrode (1), voltage (2) and current (3) at the obser-
vation point.

The sharp narrow peak at 660 µs is the electrical noise and OH emission from the
discharge. After this peak we observe an OH radical emission due to the combustion
processes. For all the cases, ignition delay time ∆τ was determined as a time delay
between the last physical action (that is, the reflected shock wave signal from the N 3
schlieren gauge in a case of autoignition or the discharge initiation when the nanosecond
discharge being used) and the start of OH emission. The ignition delay decreases under
the action of the FIW, the higher the voltage, the shorter the delay. It has to be indicated
that in this example the ignition delay time for autoignition exceeds operating time for
our system, and we represent this result to demonstrate the wide range of the discharge
influence. The operating time was tmax ≈ 400−500µs. In the figures we have represented
all obtained points, even those for which ignition delay time τign > tmax, to give reference
points for the comparison with the ignition by the nanosecond discharge.

ICCD PicoStar HR12 camera system for spatial/temporal discharge dynamics
measurements

ICCD camera PicoStar HR12 was used to obtain discharge image in a hot mixture with
high temporal resolution. The wavelength sensitivity of the optical system was 300-
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800 nm. We obtained integral in spectra images. The scheme of the camera system is
represented in Fig. 4.9. The gate was 1 ns for nanosecond images of the discharge and 30
ms for microsecond images of the combustion.

Figure 4.9: LaVision ICCD camera PicoStar HR12 used in experiments for analysis of
homogeneity of the discharge development and ignition initiation

The PicoStar HR12 is a state-of-the-art intensified gated/modulated CCD camera
system. It incorporates a very high trigger rate gated intensifier intended for applications
such as fluorescence lifetime imaging and time resolved spectroscopy. Its gate pulse driver
has a bandwidth of 1 GHz and it has internal pulse forming circuitry to provide gate widths
to less than 200 ps at trigger rates from single shot to greater than 110 MHz. It features
an internal micro-controller with a front panel LCD display and keypad for all functions
(except analogue input attenuation level). In addition it has an RS232 interface to allow
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remote operation. It is able to provide RF modulation of the intensifier gain at frequencies
up to 1 GHz. The intensifier and the CCD are provided in a remote housing with a flexible
connection to the respective control units. The control units are self contained and include
trigger input conditioning circuitry, intensifier high voltage supplies and protection, gain
control, bias circuitry and remote computer control. All camera functions (gate width,
timing, gain, CCD-exposure time, binning, skipping, windowing etc.), peripheral devices
as well as image acquisition and processing are controlled via high performance DaVis
software package.

General system specifications

• Gate width 200ps - 1ms

• Sensitivity 70 counts/photoelectron @ max. gain

• System dynamic > 2000 : 1

• Spatial resolution 8-12 lp/mm

• Spectral range 200-800nm (S20 photocathode types)

CCD Chip and control unit

• Sensor Interline Progressive Scan with ”lens-on-chip”

• Active image array VGA 640 (H) x 480 (V)

• Pixel size 9.9 µm x 9.9 µm

• Scan area 6.3 mm x 4.8 mm

• Full well capacity 35,000 e-

• Average dark current < 0.1 e-/pixel×sec

• Digitization 12 bit

• Pixel readout rate 12.5 MHz

• Readout noise > 2 counts (13...14 e)

• Frame rate > 25 frames/s

• Binning Horizontal (1...8), Vertical (1...32); ROI (min. 32x32 pixel)

• Cooling 2-stage Peltier with forced air cooling, -15 C

• Exposure control var. exposure time (1ms-1000s), start and timing via TTL

• Camera interface data transfer (FOL), control output, trigger input, gate disable

Image Intensifier Head and Control Unit
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• Design 2nd gen. proximity focussed, single stage MCP

• Diameter 18 mm

• Coupling to CCD 2:1 Relay lens

• Photocathode S20

• Phosphor P43

• Operating modes:

– Slave

Intensifier gate is slaved to a logic input (TTL or ECL). trigger input: TTL or
ECL; duty cycle: 5%; gate voltage: 50 V gate width: < 0.2 ns - 1 ms; spatial
resolution: 15 lp/mm (typ.)

– Slave(high duty)

Intensifier gate is slaved to a logic input (TTL or ECL) but the gate voltage
is reduced to allow a greater duty cycle.

trigger input: TTL or ECL; duty cycle: 50%; gate voltage: 20 V gate width:
< 0.2 ns - 1ms; spatial resolution: 15 lp/mm (typ.)

– Comb

The input trigger signal is converted to a comb of impulses internally and this
is fed to the gate circuit. The trigger rate is up to 110 MHz. This mode is
most suitable for use with mode locked laser sources and will produce a gate
width less than 300ps at the laser frequency.

trigger input:

sinusoid, TTL or ECL; max duty cycle: 50%; gate voltage: 30 V gate width:
< 0.3 ns - 1ns; spatial resolution: 15 lp/mm (typ.)

– Gain Modulation

input sinusoid, TTL or ECL; 2V p-p into 50 ohm AC-coupled, input frequency
1MHz - 1GHz, max duty cycle 50%, switched voltage 20V, spatial resolution
10 lp/mm

– DC

Active while the DC button is pressed.

• Jitter < 20 ps typical

• Intrinsic delay < 30 ns typical

DaVis software

single and continuous image grabbing, burst mode, powerful image and data processing
tools, 3D onscreen graphics, process control via macro programs, binning, skipping and
windowing functions, system integration features such as TTL synchronization with laser,
and control of e.g. spectrograph, stepper motor, light chopper, filter wheel, shutter,
oscilloscope and other devices. Communications: RS232 and GPIB.
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4.1.3 Ignition delay time change in H2-O2 mixture by pulsed
discharge

Typical data from capacitive detector and magnetic current detector are given in the
Fig.4.8. The electric field was determined as U2-U1/l, where l is a distance between the
capacitive detectors. The energy input was calculated integrating UI product by time.
The Table 4.4 gives the gas parameters (pressure, temperature and density) behind the

reflected shock wave for different experimental regimes. In experiments where driver gas
is marked with †, a flow plate was used. The discharge development, at given parameters
of the generator, is most efficient at gas densities of about of 1018 cm−3. At this gas
number density, the energy consumption in the discharge is maximal. A decrease of the
pressure P5, and, consequently, of the number density of the particles from ∼ 1019 to
1018 cm−3, leads to higher energy consumption, and, as a result, to a significant decrease
in the ignition delay.

Table 4.4: Parameters of the gas mixtures behind the
reflected shock wave.

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs τ−, µs

H2-O2-Ar Air 1391 0.31 65.5 - -
H2-O2-Ar Air 1365 0.30 - < 2 -
H2-O2-Ar Air 1278 0.40 102.9 - -
H2-O2-Ar Air 1268 0.39 - < 2 -
H2-O2-Ar Air 1200 0.48 - < 2 -
H2-O2-Ar Air 1192 0.47 160.3 - -
H2-O2-Ar Air 1146 0.55 - 28.6 -
H2-O2-Ar Air 1138 0.55 203.4 - -
H2-O2-Ar Air 1136 0.54 222.7 - -
H2-O2-Ar Air 1126 0.54 - 33.6 -
H2-O2-Ar Air 1097 0.51 - 36.6 -
H2-O2-Ar Air 1056 0.60 340.2 - -
H2-O2-Ar Air 1056 0.60 - 73.1 -
H2-O2-Ar Air 1017 0.45 449.9 - -
H2-O2-Ar CO2 1170 0.23 339.9 - -
H2-O2-Ar CO2 1168 0.26 312.4 - -
H2-O2-Ar CO2 1155 0.25 347.5 - -
H2-O2-Ar CO2 1146 0.22 - < 2 -
H2-O2-Ar CO2 1129 0.24 - < 2 -
H2-O2-Ar CO2 1088 0.33 432.7 - -
H2-O2-Ar CO2 1086 0.33 - < 2 -
H2-O2-Ar CO2 1075 0.40 421.6 - -
H2-O2-Ar CO2 1061 0.34 505.2 - -
H2-O2-Ar CO2 1059 0.34 - 32.2 -
H2-O2-Ar CO2 1019 0.36 - 69.7 -
H2-O2-Ar CO2 1007 0.35 742.6 - -
H2-O2-Ar CO2 961 0.52 - 107.5 -
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Table 4.4: Parameters of the gas mixtures behind the
reflected shock wave.

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs τ−, µs

H2-O2-Ar CO2 956 0.44 820.1 - -
H2-O2-Ar CO2 945 0.45 - 126.8 -
H2-O2-Ar CO2 945 0.57 - 152.5 -
H2-O2-Ar CO2 938 0.50 881.3 - -
H2-O2-Ar CO2 901 0.59 - 212.6 -
H2-O2-Ar CO2 883 0.62 1020.1 - -
H2-O2-Ar CO2 858 0.67 - 325.8 -
H2-O2-Ar CO2 855 0.58 - 160.6 -
H2-O2-Ar CO2 853 0.72 - 521.3 -
H2-O2-Ar CO2 823 0.73 - 523.8 -

H2-O2-Ar CO†
2 1068 0.32 - < 2 -

H2-O2-Ar CO†
2 1040 0.30 - - < 2

H2-O2-Ar CO†
2 1023 0.39 - - < 2

H2-O2-Ar CO†
2 1013 0.38 - 23.4 -

H2-O2-Ar CO†
2 990 0.45 - - 45.6

H2-O2-Ar CO†
2 986 0.44 - 54.6 -

H2-O2-Ar CO†
2 960 0.50 - - 84.9

H2-O2-Ar CO†
2 946 0.49 - 150.8 -

H2-O2-Ar CO†
2 916 0.53 - - 130.5

H2-O2-Ar CO†
2 911 0.55 - 223.6 -

H2-O2-Ar CO†
2 906 0.52 - 256.4 -

H2-O2-Ar CO†
2 896 0.60 - 238.4 -

H2-O2-Ar CO†
2 888 0.57 - - 169.6

H2-O2-Ar CO†
2 878 0.65 - - 261.8

H2-O2-Ar CO†
2 877 0.64 - 345 -

H2-O2-Ar CO†
2 866 0.66 - 427.4 -

H2-O2-Ar CO†
2 863 0.61 - - 261

H2-O2-Ar CO†
2 858 0.67 - - 285.3

H2-O2-Ar CO†
2 852 0.67 - 407.4 -

H2-O2-Ar CO†
2 851 0.67 - - 524.4

H2-O2-Ar CO†
2 831 0.61 - - 539.3

H2-O2-He He† 920 0.48 - 36 -
H2-O2-He He† 914 0.34 - - < 2
H2-O2-He He† 902 0.67 - - 76.9
H2-O2-He He† 882 0.42 - - 40.6
H2-O2-He He† 873 0.54 - 59.3 -
H2-O2-He He† 856 0.61 - 56.3 -
H2-O2-He He† 849 0.48 - - 69.7
H2-O2-He He† 839 0.49 - - 78.5
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Table 4.4: Parameters of the gas mixtures behind the
reflected shock wave.

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs τ−, µs

H2-O2-He He† 837 0.52 - - 87.7
H2-O2-He He† 835 0.62 - 124 -
H2-O2-He He† 825 0.53 - - 99.9
H2-O2-He He† 820 0.53 - 100.6 -
H2-O2-He He† 816 0.65 - 133 -
H2-O2-He He† 805 0.61 - - 230.3
H2-O2-He He† 798 0.59 - 166 -
H2-O2-He He† 797 0.63 - - 171.1
H2-O2-He He† 789 0.47 - 117.9 -
H2-O2-He He† 788 0.54 - - 188.2
H2-O2-He He† 785 0.56 - - 182.3
H2-O2-He He† 781 0.65 - 274.4 -
H2-O2-He He† 774 0.66 - 315 -
H2-O2-He He† 761 0.62 - - 359.1
H2-O2-He He† 749 0.58 - - 372.1

∗ In the Table, τ0 is a delay time for autoignition, τ+ is a delay time in the case of
ignition by nanosecond pulse of positive polarity with the amplitude of 160 kV, τ− is
a delay time in the case of ignition by nanosecond pulse of negative polarity with the
amplitude of 160 kV.
In the case where we have relatively low gas number densities, we can expect to shift

the ignition curve (the dependence of ignition delay time τ upon temperature) to as low
of temperatures as possible. We carried out experiments with different mixtures, high
pressure chamber gases, and diaphragms trying to reach the particle number densities
behind the reflected shock wave, which would be the most efficient for the discharge
development. To give an idea about the gas number densities, Figure 4.10 represents
the gas density behind the reflected shock wave for different mixtures. It is clearly seen
that it is possible to vary the parameters of the system to handle the gas density. The
arrow indicates the direction of the gas number density decrease. We can change the high
pressure gas, add a flow plate, or change the gas for dilution. As a result, the curve ρ5(T )
will shift to the left. The lowest temperature obtained in these experiments was about of
750 K, when the mixture H2: O2: He = 12: 6: 82 was ignited (Figure 4.11). In general,
there are two ways to make ignition more efficient in this region of parameters: try to
decrease the density to the values indicated by the hatched circle in the Figure 4.10 or to
increase the high voltage amplitude. We considered both of them above.
We have also investigated the difference in the influence of the positive and negative

polarity pulses on the ignition. It is well-known that for both polarities, discharge develops
from the high-voltage electrode to the low-voltage one,86 but the start conditions, the
breakdown propagation velocity, the electric field which is realized in the discharge, and
other parameters strongly depend upon the polarity.139 Figure 4.11 gives an example of
ignition delays obtained at different polarities of the electric pulse. For the H2: O2: Ar =
12: 6: 82 mixture, the difference in ignition threshold is 30-40 K, whereas for H2: O2: He
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Figure 4.10: Densities behind the reflected shock wave, realized in different mixtures, vs
temperature. 1 – mixture H2: O2: Ar = 12: 6: 82, high pressure gas is air; 2,3 – mixture
H2: O2: Ar = 12: 6: 82, high pressure gas is CO2, in the case of curve 3 special flow
plate was used to decrease shock wave velocity; 4 – mixture H2: O2: He = 12: 6: 82, high
pressure gas is He, experiments with flow plate. Dashed circle corresponds to a region of
densities where discharge development is optimal.

= 12: 6: 82, we have not seen any noticeable difference. To answer the question which
polarity is more suitable for ignition, the problem has to be considered more thoroughly,
with a detailed study of the discharge influence on kinetics in the system.
Having completed the experiments we simulated the ignition of the H2: O2: Ar =

0.12: 0.06: 0.82 mixture under experimental conditions by using method described above.
Figure 4.12 represents the comparison between calculated and measured results. The
voltage on high voltage electrode was 160 kV, and the pulse duration was 40 ns. To
calculate the density of O and H atoms, we used experimental estimations of temporal
electric field profile in the discharge E(t) and a standard BOLSIG solver.120 To simulate
kinetics in the afterglow at high temperatures, a GRI-Mech 3.0 mechanism was used.4

The ignition delay time in these calculations was determined from a sharp increase of an
OH mole fraction.
A GRI-Mech 3.0 mechanism is well-verified for conditions of our experiments, and a

good coincidence between the measured ignition delays and the results of the calculations
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Figure 4.11: Measured ignition delay vs gas temperature for different voltage polarity. 1,2
– Mixture H2: O2: Ar = 12: 6: 82; 3,4 – Mixture H2: O2: He = 12: 6: 82. 1,3 – positive
polarity of the electric pulse; 2,4 – negative polarity. U = 160 kV.

at the temperatures T < 1200 and τign < 600 µs proves the validity of the experimental
data. For the experiments where T > 1200 K, the initial pressure was lower than 10 Torr.
Consequently, the discrepancy in this region can be explained by significant boundary
layers influence on the flow parameters. It is obvious that the correlation between the
measurements and the calculations is also good enough for the case of the discharge
initiation of the ignition. It should be noted that we did not take into account the
electronically excited particles created in the discharge, we considered only the density
of the dissociated particles. The role of excited particles has to be revealed by detailed
numerical modelling. Nevertheless, the good agreement between the experiments and the
simulations allows this kinetic scheme to be used for the estimation of the nanosecond
discharge efficiency for the ignition of combustible mixtures.
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Figure 4.12: Comparison of the measured ignition delay time with calculated one. Mixture
H2: O2: Ar = 12: 6: 82. 1 – autoignition, high pressure gas is CO2; 2 – with discharge,
high pressure gas is CO2; 3 – autoignition, high pressure gas is air; 4 – with discharge,
high pressure gas is air; 5 – numerical simulation for autoignition, GRI-Mech 3.0; 6 –
numerical simulation for the shock wave and the discharge action, BOLSIG + GRI-Mech
3.0.
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4.2 Ignition delay time change in H2-air mixture by

pulsed discharge

4.2.1 Experiments in H2: O2: N2: Ar mixture

We determined the dependence of ignition delay upon the temperature at fixed voltage
U = 160 kV (Table 4.5). The measured time delays of the ignition of the H2-air-Ar
mixture are shown in Figure 4.13. At T = 1000 K, the energy input in the discharge
decreases the ignition delay time by a factor of 4.8, from 860 to 140 µs. It should be
noted that in this figure and in the next figures devoted to the experimentally measured
ignition delay, the dashed line at 2 µs means some conventional value, which actually
gives the typical duration of the electrical noise from the discharge. If ignition delay is
shorter, we can not resolve it in the present experiments; this is the lower limit of our
measurements.

Table 4.5: Composition of the gas mixtures.
H2,% O2,% N2,% Ar,%
6 3 11 80
16.7 16.7 66.6 —

The Table 4.6 gives the gas parameters (pressure, temperature and density) behind the
reflected shock wave for different experimental regimes. The discharge development, at
given parameters of the generator, is most efficient at gas densities of about of 1018 cm−3.
At this gas number density, the energy consumption in the discharge is maximal. A
decrease of the pressure P5, and, consequently, of the number density of the particles
from ∼ 1019 to 1018 cm−3, leads to higher energy consumption, and, as a result, to a
significant decrease in the ignition delay.

Table 4.6: Parameters of the gas behind the reflected
shock wave for H2-O2-N2-Ar= 6 : 3 : 11 : 80 mixture.

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs

H2-O2-N2-Ar Air 1512 0.18 115 -
H2-O2-N2-Ar Air 1371 0.23 107 -
H2-O2-N2-Ar Air 1250 0.31 129 -
H2-O2-N2-Ar Air 1235 0.39 178 -
H2-O2-N2-Ar Air 1197 0.46 174 -
H2-O2-N2-Ar Air 1185 0.54 240 -
H2-O2-N2-Ar Air 1173 0.47 190 -
H2-O2-N2-Ar Air 1132 0.53 340 -
H2-O2-N2-Ar Air 1127 0.55 281 -
H2-O2-N2-Ar Air 1065 0.57 423 -
H2-O2-N2-Ar Air 1059 0.68 472 -
H2-O2-N2-Ar Air 1033 0.63 709 -
H2-O2-N2-Ar Air 987 0.78 795 -
H2-O2-N2-Ar Air 975 0.67 1003 -
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Table 4.6: Parameters of the gas behind the reflected
shock wave for H2-O2-N2-Ar= 6 : 3 : 11 : 80 mixture.

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs

H2-O2-N2-Ar Air 1404 0.24 - < 2
H2-O2-N2-Ar Air 1269 0.35 - < 2
H2-O2-N2-Ar Air 1194 0.36 - < 2
H2-O2-N2-Ar Air 1190 0.55 - < 2
H2-O2-N2-Ar Air 1176 0.45 - < 2
H2-O2-N2-Ar Air 1144 0.54 - < 2
H2-O2-N2-Ar Air 1070 0.59 - 46
H2-O2-N2-Ar Air 1054 0.68 - 122
H2-O2-N2-Ar Air 1053 0.53 - 63
H2-O2-N2-Ar Air 1038 0.63 - 110
H2-O2-N2-Ar Air 1006 0.71 - 151
H2-O2-N2-Ar Air 999 0.75 - 183
H2-O2-N2-Ar Air 980 0.68 - 142
H2-O2-N2-Ar Air 960 0.74 - 225
H2-O2-N2-Ar Air 957 0.81 - 283
H2-O2-N2-Ar Air 930 0.77 - 335
H2-O2-N2-Ar Air 925 0.69 - 253
H2-O2-N2-Ar Air 912 0.82 - 359
H2-O2-N2-Ar Air 881 0.84 - 589

∗ In the Table, τ0 is a delay time for autoignition, τ+ is a delay time in the case of
ignition by nanosecond pulse of positive polarity with the amplitude of 160 kV, τ− is
a delay time in the case of ignition by nanosecond pulse of negative polarity with the
amplitude of 160 kV.
In the case where we have relatively low gas number densities, we can expect to shift

the ignition curve (the dependence of ignition delay time τ upon temperature) to as low
of temperatures as possible. We carried out experiments with different mixtures, high
pressure chamber gases, and diaphragms trying to reach the particle number densities
behind the reflected shock wave, which would be the most efficient for the discharge
development.
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Figure 4.13: Measured ignition delay time vs gas temperature. Mixture H2: O2: N2: Ar
= 6: 3: 11: 80. 1 – autoignition, 2 – with nanosecond discharge. U = 160 kV.
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4.2.2 Experiments in H2: O2: N2 mixture

Mixture H2: O2: N2 has different characteristics from the point of view of both discharge
development and chemical reactions because of large amount of nitrogen. During the
discharge stage it leads to the energy deposition into vibrational degrees of freedom of
N2, excitation of electronic levels of N2 (for example, A

3, B3, C3). During the afterglow
stage electronically-excited levels of N2 are quenched by molecular oxygen with atomic
oxygen production. Thus in the mixtures with N2 we have to take into account additional
processes both during the discharge stage and afterglow stage.

Table 4.7: Parameters of the gas behind the reflected
shock wave for H2-O2-N2 = 16.7 : 16.7 : 66.6 mixture.

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs

H2-O2-N2 Air 884 0.39 - 102
H2-O2-N2 Air 850 0.43 - 152
H2-O2-N2 Air 843 0.47 - 167
H2-O2-N2 Air 806 0.46 - 419
H2-O2-N2 Air 806 0.51 - 556
H2-O2-N2 Air 784 0.52 - 1139
H2-O2-N2 Air 895 0.34 - 97
H2-O2-N2 Air 918 0.32 - 76
H2-O2-N2 Air 960 0.28 - 60
H2-O2-N2 Air 1005 0.23 - 42
H2-O2-N2 Air 1082 0.19 - 2
H2-O2-N2 Air 899 0.34 - 76
H2-O2-N2 Air 850 0.39 1152 -
H2-O2-N2 Air 869 0.29 890 -
H2-O2-N2 Air 970 0.22 420 -
H2-O2-N2 Air 1065 0.16 246 -
H2-O2-N2 Air 1109 0.13 256 -
H2-O2-N2 Air 821 0.36 1577 -
H2-O2-N2 Air 820 0.26 1564 -
H2-O2-N2 Air 877 0.20 769 -
H2-O2-N2 Air 886 0.37 656 -
H2-O2-N2 Air 889 0.32 718 -
H2-O2-N2 Air 931 0.28 519 -
H2-O2-N2 Air 971 0.24 412 -
H2-O2-N2 Air 1083 0.20 228 -
H2-O2-N2 Air 1107 0.15 221 -
H2-O2-N2 Air 1069 0.16 197 -
H2-O2-N2 Air 1021 0.19 332 -
H2-O2-N2 Air 1053 0.18 287 -

∗ In the Table, τ0 is a delay time for autoignition, τ+ is a delay time in the case of
ignition by nanosecond pulse of positive polarity with the amplitude of 160 kV, τ− is
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a delay time in the case of ignition by nanosecond pulse of negative polarity with the
amplitude of 160 kV.
The shock tube installation used in the experiments was carefully designed to obtain

high repeatability of the experimental conditions. Figure 4.14 demonstrates the repro-
ducibility of shock wave velocities from one experiment to another together with the shock
wave attenuation in the channel because of viscous dissipation.

Figure 4.14: Velocity of the incident shock wave. H2-O2-N2 = 16.7 : 16.7 : 66.6 mixture.

To give an idea about the gas number densities, Figure 4.15 represents the gas density
behind the reflected shock wave for different experiments. It is clearly seen that it is
possible to vary the parameters of the system to handle the gas density. We can change
the high pressure gas, add a flow plate, or change the mixture composition. In general,
there are two ways to make ignition more efficient in this region of parameters: try to
adjust the gas density to the optimal values or to adjust the high voltage amplitude. In
the present part of work we keep the voltage at the same level (100 kV) and the energy
input variation (see Figure 4.16) are only due to gas density change.
The pressure range corresponded to the experimental conditions of this work is shown

on the Figure 4.17. The pressure behind the reflected shock wave was in the range
from 0.1 to 0.6 atmospheres. These conditions allow us to obtain the uniform discharge
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Figure 4.15: Gas density behind the reflected shock wave. H2-O2-N2 = 16.7 : 16.7 : 66.6
mixture.

development in the discharge section.
We determined the dependence of ignition delay upon the temperature at fixed voltage

U = 100 kV. The measured time delays of the ignition of the H2-air mixture are shown in
Figure 4.18. The obvious difference of the undiluted H2-air mixture with compare to the
mixture, diluted with Ar, is specific heat ratio. For H2-air mixture we have γ = 1.4, and
for mixture H2-air-Ar we have γ ' 1.6. This difference leads in the case of H2-air mixture
to the strong interaction between reflected shock wave and boundary layer. So-called
λ-shaped configuration is formed and gas parameters behind the reflected shock wave are
far from the 1D theory predictions. In particular, this leads to some discrepancy between
measured and calculated ignition delay times for H2-air mixture (Figure 4.18). We will
discuss this discrepancy in the next part of the report.
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Figure 4.16: Energy of the discharge for different gas densities. H2-O2-N2 = 16.7 : 16.7 :
66.6 mixture.
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Figure 4.17: Pressure behind the reflected shock wave. H2-O2-N2 = 16.7 : 16.7 : 66.6
mixture.
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Figure 4.18: Comparison of the measured ignition delay time with calculated one. Mix-
ture H2: O2: N2 = 0.167: 0.167: 0.666. 1 – autoignition; 3 – with discharge; 2 – numer-
ical simulation for autoignition, GRI-Mech 3.0, no gasdynamic correction; 4 – numerical
simulation for the shock wave and the discharge action, BOLSIG + GRI-Mech 3.0, no
gasdynamic correction. Log scale.
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4.3 Comparison with the computational model

4.3.1 Flow model

The non-equilibrium flow behind the reflected shock wave was investigated numerically.
2D axially-symmetric calculations of the flow were performed. We analyzed regimes with
independent variation of vibrational temperature in the hypersonic flow. MacCormak
scheme with FCT correction was used for solving the components, mass, momentum and
energy conserve equations:

ρt + (ρu)x + (ρv)y = 0

(ρu)t + (ρu
2 + p)x + (ρuv)y = 0

(ρv)t + (ρv
2 + p)y + (ρuv)x = 0

et + ((e+ p)u)x + ((e+ p)v)y = Sih
0
iwi

(ciρ)t + (ciρu)x + (ciρv)y = 0, i = 1, n

Vibrational excitation and energy exchange in N2-O2-H2 plasma flow were taken into
account (Figure 4.19).
Boundary layer was taken into account as initial and boundary conditions for the

flow field. This allows us to analyze the flow structure in the shock tube with minimal
computational resources.
Figure 4.19 clearly shows the strong interaction between reflected shock wave and

boundary layer. So-called λ-shaped configuration is formed and gas parameters behind
the reflected shock wave changes. Typical deviation from the 1D-theory predictions in
this case is about 100-150 K during the ignition delay time. Calculations also shows the
dependence of the deviation value from the boundary layer regime (laminar or turbulent).
It is very difficult to reconstruct the real flow structure in the shock tube with good
accuracy, so we consider the numerical results as semi-quantitative only. Real deviation
can be analyzed on the basis of IR-emission measurements.
This time we will consider the flow parameters behind reflected shock wave and devi-

ation of these parameters from 1D-model using results of our 2D-modelling and experi-
mental results of autoignition. The autoignition delay time for H2-O2-N2 mixture can be
predicted numerically with very high accuracy. So, we have so-called ”kinetic thermome-
ter” for our experimental conditions. The typical value of temperature deviation due to
gasdynamic effects, estimated using this ”kinetic thermometer” is very close to the value
predicted by numerical model — 120-160 K. This allows us to make the semi-quantitative
correction for the temperatures both for experiments with autoignition and experiments
with ignition by pulsed discharge.

4.3.2 Kinetic model

To calculate the densities of active particles, one has to determine electron energy dis-
tribution function (EEDF) by solving Boltzmann equation for electrons. In the case of
high electric fields, the exact solution of this equation requires statistical modelling.14

If we do not consider the FIW front, as it was mentioned above, we can use two-term
approximation of Boltzmann equation.125 For discharge calculations, we used standard
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Figure 4.19: Gas Dynamic Fields. H2-O2-N2 = 16.7 : 16.7 : 66.6 mixture. 1 – pressure
field; 2 – vx velocity field; 3 – temperature field; 4 – pressure gradients picture; 5 –
temperature gradients picture. Incident shock wave velocity 900 m/s. p0 = 10 Torr

BOLSIG software120 or Gordeev solver.126 Both codes calculate a stationary electron
energy distribution function and a fractional energy deposited in different collisional pro-
cesses. The input is a list of reduced electric fields E/N (here E is an electric field and
N is a gas density) to be treated and the gas composition. The output is the densities
of vibrationally and electronically excited particles, atoms and radicals dissociated via
electronically excited states. The list of the processes used for EEDF computation for
hydrogen-air mixture is given above and in the Table 4.8. The excitation cross-sections
were taken from127–129 for hydrogen, and from130–135 for oxygen, dissociation was treated
in accordance with.103 For the hydrogen molecule, the dissociation takes place via b3Σ+u
and a3Σ+g electronically excited states, while for oxygen via A

3Σ+u and B
3Σ−

u states. The
concentrations of atoms and radicals created in the discharge were taken as the initial data
for the high-temperature calculations. All other mixtures were considered in a similar way.
The numerical code for the description of high-temperature ignition kinetics under

the action of a high-voltage nanosecond discharge has been developed on the basis of a
kinetic scheme136 and the GRI-Mech 3.0 mechanism. CHEMKIN2 solver was used for
calculations. Both kinetic schemes gave the same results for investigated mixtures. It
should be noted that kinetics of the electronically excited particles is important in an
afterglow of the pulsed nonequilibrium gas discharge, and the problem of influence of the
excited particles on the ignition processes is under discussion now. But we included only
ground state particles in our model.
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Table 4.8: Excitation of N2 by electron impact. ∆E is a threshold of the process.
Process ∆E, eV Reference
e + N2 → e + N2(v = 1) 0.290 140

e + N2 → e + N2(v = 2) 0.585 140

e + N2 → e + N2(v = 3) 0.877 140

e + N2 → e + N2(v = 4) 1.170 140

e + N2 → e + N2(v = 5) 1.460 140

e + N2 → e + N2(v = 6) 1.750 140

e + N2 → e + N2(v = 7) 2.050 140

e + N2 → e + N2(v = 8) 2.340 140

e + N2 → e + N2(v = 9) 2.450 141

e + N2 → e + N2(v = 10) 2.710 141

e + N2 → e + N2(A
3Σ+u ) 6.224 142

e + N2 → e + N2(B
3Πg) 7.392 142

e + N2 → e + N2(C
3Πu) 11.05 142

e + N2 → e + N2(W
1∆u) 8.939 142

e + N2 → e + N2(W
3∆u) 7.415 142

e + N2 → e + N2(a
1′Σ−

u ) 8.450 142

e + N2 → e + N2(a
1Πg) 8.590 142

e + N2 → e + N2(a
1′′Σg) 12.40 142

e + N2 → e + N2(B
′3Σ−

u ) 8.217 142

e + N2 → e + N2(B
1Πu) 12.50 143

e + N2 → e + N2(E
3Σ+g ) 11.88 142

e + N2 → e + N2(Rydber) 13.75 142

e + N2 → N−
2 → e + N(4S0) + N(4S0) 9.551 144

e + N2 → N + N 10.00 145,146

e + N2 → e + e + N+
2 15.58 134

e + N2 → N(4S0)+ N+(3P ) + e + e 25.00 135

e + N2(j = 0) → e + N2(j = 2, 4, 6, 8) 0.025 147

In summary, the initial parameters of task were gas composition, initial temperature,
and pressure. The discharge was assumed as a square pulse of the electric field at a given
amplitude and with a duration of 40 ns. For test calculations, we have chosen the electric
field value E/N = 300 Td (’Td’, or Townsend, is used in the gas discharge physics, and
1 Td = 0.33 V/(cm Torr) = 10−17 V·cm2 at 200 C), which is typical for a nanosecond
discharge after the breakdown front. For the first stage, we calculated EEDF, energy
branching, and densities of atoms and radicals in the discharge. The mixture composi-
tion, including atom/radical density after the discharge action, and the gas temperature
were taken as initial parameters for the calculations of the ignition problem. As a first
approximation, we neglected the kinetics of electronically excited states in the afterglow.
The final results were the kinetic curves of combustion species. Ignition delay in the
calculations was defined by an temperature increase of 200 K.
Having completed the experiments we simulated the ignition of the H2: O2: N2 =

0.167: 0.167: 0.666 mixture under experimental conditions by using method described
above. Figure 4.20 represents the comparison between calculated and measured results.
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The voltage on high voltage electrode was 160 kV, and the pulse duration was 40 ns. To
calculate the density of O and H atoms, we used experimental estimations of temporal
electric field profile in the discharge E(t) and a standard BOLSIG solver.120 To simulate
kinetics in the afterglow at high temperatures, a GRI-Mech 3.0 mechanism was used.4

The ignition delay time in these calculations was determined from a sharp increase of an
OH mole fraction.

Figure 4.20: Comparison of the measured ignition delay time with calculated one. Mixture
H2: O2: N2 = 0.167: 0.167: 0.666. 1 – autoignition; 3 – with discharge; 2 – numerical
simulation for autoignition, GRI-Mech 3.0, with gasdynamic correction; 4 – numerical
simulation for the shock wave and the discharge action, BOLSIG + GRI-Mech 3.0, with
gasdynamic correction.

It is obvious that the correlation between the measurements and the calculations is
also good enough for the case of the discharge initiation of the ignition (Figures 4.20). The
good agreement between the experiments and the simulations allows this kinetic scheme
to be used for the estimation of the nanosecond discharge efficiency for the ignition of
combustible mixtures.
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4.4 Ignition delay time measurements in CH4: O2:

N2: Ar mixture

Table 4.9: Composition of the gas mixtures
CH4,% O2,% N2,% Ar,%
1 4 15 80

The measured time delays of the ignition of the CH4-Air-Ar mixture (Table 4.9) are
shown in Figure 4.21. At T = 1000 K, the energy input in the discharge decreases the
ignition delay time by a factor of 4.8, from 860 to 140 µs. It should be noted that in
this figure and in the next figures devoted to the experimentally measured ignition delay,
the dashed line at 2 µs means some conventional value, which actually gives the typical
duration of the electrical noise from the discharge. If ignition delay is shorter, we can not
resolve it in the present experiments; this is the lower limit of our measurements.

Figure 4.21: Measured ignition delay time vs gas temperature. Mixture CH4: O2: N2:
Ar = 1: 4: 15: 80. Pressure behind the reflected shock wave is indicated with numbers
near appropriate curves. 1 – autoignition, 2 – with discharge, W = 10−3 J/cm3; 3 – with
discharge, W = 3 · 10−2 J/cm3; 4 – with discharge, W = 5 · 10−2 J/cm3.

We determined the dependence of ignition delay upon the temperature at fixed volt-
age U = 160 kV. The ignition delay time changes dramatically under the action of the
discharge. We were able to provide the ignition of highly diluted methane-air mixture
at a pressure of 0.3 atm and a temperature of 1100 K using a 0.05 J/cm3 energy release
in the discharge. The figure also demonstrates a difference in the delay time in the case
of ignition by the nanosecond discharge at different pressures behind the reflected shock
wave. Curves at different pressure values were obtained by using different gases in the
high pressure chamber. Regime 1 was obtained with He, which led to the highest velocity
of the shock wave, and, consequently, to the highest temperature and density; regime
2 was obtained with dry air; and regime 3 was obtained with CO2. The Table 4 gives
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the gas parameters (pressure, temperature and density) behind the reflected shock wave
for different experimental regimes. In experiments where driver gas is marked with †, a
flow plate was used. The discharge development, at given parameters of the generator,
is most efficient at gas densities of about of 1018 cm−3. At this gas number density, the
energy consumption in the discharge is maximal. A decrease of the pressure P5, and,
consequently, of the number density of the particles from ∼ 1019 to 1018 cm−3, leads to
higher energy consumption, and, as a result, to a significant decrease in the ignition delay.
It is this effect that explains three branches in the Figure 4.21.
In the case where we have relatively low gas number densities, we can expect to shift

the ignition curve (the dependence of ignition delay time τ upon temperature) to as low
of temperatures as possible. We carried out experiments with different mixtures, high
pressure chamber gases, and diaphragms trying to reach the particle number densities
behind the reflected shock wave, which would be the most efficient for the discharge
development.
The Table 4.10 gives the gas parameters (pressure, temperature and density) behind

the reflected shock wave for different experimental regimes. The discharge development, at
given parameters of the generator, is most efficient at gas densities of about of 1018 cm−3.
At this gas number density, the energy consumption in the discharge is maximal. A
decrease of the pressure P5, and, consequently, of the number density of the particles
from ∼ 1019 to 1018 cm−3, leads to higher energy consumption, and, as a result, to a
significant decrease in the ignition delay.

Table 4.10: Parameters of the gas behind the reflected
shock wave for CH4-O2-N2-Ar mixture

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs

CH4-air-Ar He 2225 1.68 0 -
CH4-air-Ar He 2075 1.67 8.9 -
CH4-air-Ar He 1973 1.83 40.6 -
CH4-air-Ar He 1938 2.05 50.9 -
CH4-air-Ar He 1853 1.92 69.7 -
CH4-air-Ar He 1849 2.04 97.8 -
CH4-air-Ar He 1838 1.77 - 65.8
CH4-air-Ar He 1816 2.10 94.8 -
CH4-air-Ar He 1803 1.89 - < 2
CH4-air-Ar He 1799 1.83 - 83.1
CH4-air-Ar He 1783 2.11 165.6 -
CH4-air-Ar He 1770 1.96 - 123.7
CH4-air-Ar He 1755 1.94 207.2 -
CH4-air-Ar He 1736 1.73 - 165.7
CH4-air-Ar He 1723 2.05 - 137.8
CH4-air-Ar He 1700 2.12 - 177.2
CH4-air-Ar He 1690 1.94 - 127
CH4-air-Ar He 1687 2.21 262.5 -
CH4-air-Ar He 1686 2.10 315.6 -
CH4-air-Ar He 1684 2.15 - 129.5
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Table 4.10: Parameters of the gas behind the reflected
shock wave for CH4-O2-N2-Ar mixture

Mixture Driver gas T5, K P5, atm
∗τ0, µs τ+, µs

CH4-air-Ar He 1679 2.05 292.9 -
CH4-air-Ar He 1671 2.12 361.5 -
CH4-air-Ar He 1661 2.16 - 213.5
CH4-air-Ar He 1661 2.26 - 215.5
CH4-air-Ar He 1617 2.17 452.5 -
CH4-air-Ar He 1610 1.95 547.9 -
CH4-air-Ar He 1610 2.31 - 260.1
CH4-air-Ar Air 1389 0.32 - < 2
CH4-air-Ar Air 1360 0.39 - < 2
CH4-air-Ar Air 1349 0.38 - < 2
CH4-air-Ar Air 1322 0.37 - < 2
CH4-air-Ar Air 1311 0.44 - < 2
CH4-air-Ar Air 1257 0.41 - < 2
CH4-air-Ar Air 1250 0.47 - 110.9
CH4-air-Ar Air 1241 0.47 - 162.8
CH4-air-Ar Air 1237 0.46 - 265.5
CH4-air-Ar Air 1233 0.46 - 282.4
CH4-air-Ar Air 1231 0.49 - 561
CH4-air-Ar Air 1215 0.51 - 404.1
CH4-air-Ar Air 1188 0.46 - 471.8
CH4-air-Ar Air 1184 0.52 - 967.3
CH4-air-Ar CO2 1195 0.28 - < 2
CH4-air-Ar CO2 1145 0.32 - 107.2
CH4-air-Ar CO2 1099 0.35 - 636

∗ In the Table, τ0 is a delay time for autoignition, τ+ is a delay time in the case of
ignition by nanosecond pulse of positive polarity with the amplitude of 160 kV, τ− is
a delay time in the case of ignition by nanosecond pulse of negative polarity with the
amplitude of 160 kV.
In the case where we have relatively low gas number densities, we can expect to shift

the ignition curve (the dependence of ignition delay time τ upon temperature) to as low
of temperatures as possible. We carried out experiments with different mixtures, high
pressure chamber gases, and diaphragms trying to reach the particle number densities
behind the reflected shock wave, which would be the most efficient for the discharge
development.

4.5 Gas discharge and ignition homogeneity measure-

ments

ICCD camera PicoStar HR12 was used to obtain discharge and combustion images in a hot
mixture with high temporal resolution. The wavelength sensitivity of the optical system
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was 300-800 nm. We obtained integral in spectra images. The scheme of the camera
synchronization is represented in Figure 4.22. The gate was 1 ns for nanosecond images
of the discharge and 30 ms for microsecond images of the combustion. We measured the
emission from the shock tube window 2 cm in diameter.

Figure 4.22: An example of a synchronization scheme for PicoStar Camera.

As an example, Figures 4.23 and 4.24 represent images of a nanosecond discharge and
combustion at two different pressure and temperature values (indicated in the Figures) for
the mixture CH4:O2:N2:Ar=1:4:15:80. It is clear from the Figures that the higher pressure
the less uniform the discharge. This leads to non-uniform combustion. At relatively low
pressure both discharge and combustion processes develop uniformly in space.
Figure 4.25 represents the different experiments for emission field measurement. These

images allow to analyze the reproductivity of the gas discharge in the form of fast ioniza-
tion wave, and homogeneity of mixture ignition. It is clearly seen that discharge remains
spatially-uniform up to pressures of about 2 atmospheres behind reflected shock wave.
Ignition of the mixture is almost homogeneous. These experiments show the possibility
of application of discharge in the fast ionization wave form to spatially-uniform mixture
excitation and ignition.

4.6 Ignition of homological series of hydrocarbons.

The problem of the uniform ignition of a combustible mixture of gases is of crucial im-
portance from both scientific and technological standpoints. The oxidization of a fuel
proceeds via a chain mechanism, which is very fast. The delay time of ignition is limited
by the rate at which active centers are produced, usually by thermal dissociation. For this
reason, the total rate of reaction is, in fact, higher with artificial initiation of a chain. The
easiest way to produce free radicals is to decompose the weakest bond of a molecule.148

The two mechanisms by which a discharge can affect a gas should be taken into account
when using a discharge to initiate combustion. For discharges resulting in the formation of
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Figure 4.23: Image of a nanosecond discharge (gate 1 ns) and combustion (gate 30 mks)
stages

an equilibrium (or nearly equilibrium) plasma (e.g., sparks and arcs), the main factor that
reduces the delay time of ignition is local heating of gas and, accordingly, the increase
in rate of thermal dissociation.103,149,150 In the case of a nonequilibrium plasma, the
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Figure 4.24: Image of a nanosecond discharge (gate 1 ns) and combustion (gate 30 mks)
stages

main mechanism initiating chain reactions is dissociation and excitation of molecules
by electron-impact. The question of the efficiency of using nonequilibrium plasmas still
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Figure 4.25: Image of a nanosecond discharge (gate 1 ns) and combustion (gate 30 mks)
stages. Mixture CH4:O2:N2:Ar=1:4:15:80
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Figure 4.26: Comparison of typical reaction rates at different temperatures: solid line is a
rate of reaction of thermal dissociation; dashed line is a rate of a typical reaction of chain
prolongation; square in the top of a plot - typical rate of reaction of dissociation by an
electron impact at electric field values typical for the discharge

remains open. On the one hand, even relatively small amounts of atoms and radicals
(∼ 10−5–10−3 of the total number of the gas particles) can shift equilibria in the system
and initiate a chain reaction, so, it may be efficient. For example, Fig. 4.26 demonstrates
the difference between reaction rates. From the figure it is evident that dissociation by
electron impact in nonequilibrium plasma is mach more efficient in comparison with the
thermal dissociation which becomes significant at very high temperatures only.
Moreover, if mentioned concentration of active particles is produced uniformly over

the entire volume of gas, the combustion will certainly be non-detonation in character.
On the other hand, the problem of igniting a spatially uniform discharge in a large volume
of gas with a relatively high initial density of neutral particles is technically complicated.
The ignition of mixtures of hydrogen+air and methane+air diluted with either argon

or helium has been studied in our laboratory.113 The mixtures were ignited by a spatially
uniform nanosecond discharge. The experiments and calculations showed that, for cer-
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tain initial densities and temperatures, significant decreases (by 600 K) of the ignition
temperature were observed. An advantage of high-voltage nanosecond discharges is that
they almost instantaneously (in our experiments, over a time of a few nanoseconds) bridge
the 20-cm-long discharge gap and then produce atoms and radicals, which are required
to initiate spatially uniform combustion. The characteristic time during which energy is
deposited in the gas can be increased to a few hundred nanoseconds and is limited by a
transition of the discharge to an arc. It was also shown113 that the ignition delay time
substantially depends on the discharge parameters and the density of gas.
A comprehensive study of the discharge parameters allows14,80 one to analyze the

efficiency of the produced plasma as a generator of active particles. Present-day methods
of recording high-voltage nanosecond pulses facilitate measurements of the current and
voltage waveforms with a time resolution of several nanoseconds. The aim of this study
was a detailed analysis of the electric parameters of the discharge and their influence on
the efficiency of ignition, as well as the possibility of optimizing discharges used to ignite
combustible mixtures.
This part of our work covers two questions: the change of the ignition delay from lower

to higher hydrocarbons in a set of C1-C4; experiments to elucidate the role of dissociated
and excited species in the ignition.
As a reference result, we considered data obtained for the methane – synthetic air

stoichiometric mixture, diluted by argon. What is important that we came back to this
mixture during 1.5 years with a gap of a half of a year. The results represented here is a
summary of all these data, which confirms an excellent reproducibility of the results.
Table 1 presents the parameters measured behind the reflected shock wave for every

experiment in CH4–N2–O2–Ar mixture. The data are arranged in decreasing order of
temperature T5. The energy input W is represented in the last column of the table. A
plot of time delay of ignition versus temperature based on data from Table 1 and previous
work113 is shown in Fig. 4.27. The operation time of the shock tube is indicated by the
horizontal dash-dot line.
In addition to the experimental measurements, the dependencies of the autoignition

time by the GRI-Mech 3.04 mechanism simulated with the Chemkin 2.0 computer code
for chemical kinetics are also shown. The computations were performed at a constant
pressure. It can be seen that the simulation (symbols 4 ) and experimental (symbols 1 )
results are in good agreement for pressures of ∼ 2 atm behind the reflected shock wave.
Parameters for the autoignition at 0.5 atm were out of the operating range of our shock
tube, and the results of calculations at P5=0.5 atm are represented by a dashed line. With
a discharge, both the ignition time and the minimum temperature needed for ignition
decrease. At a pressure of 2 atm, the decrease in the ignition temperature is 100 K,
whereas at a pressure of 0.5 atm, the ignition temperature decreases by 600 K. One of the
aims of our detailed monitoring of the electric parameters of the discharge was to reveal
a reason for such a discrepancy.
To analyze the effect of a nanosecond-discharge plasma on combustible mixtures in

more detail, it is necessary to thoroughly examine the electric parameters of the discharge.
The monitoring of the energy deposited in a gas is a common diagnostic method for
studying repetitive nanosecond discharges at room temperature.90,94,151 The dependence
of the energy deposited in the gas on the gas’s density, w(n), is usually dome-shaped.
The maximum of w(n) lies approximately in the same density range as the maximum of
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Figure 4.27: Ignition delay time vs temperature. Symbols: 1 — 2 atm, autoignition;
2 — 2 atm, ignition with discharge; 3 — 0.5 atm, ignition with discharge; dashed line —
0.5 atm, autoignition (calculated); 4 — 2 atm, autoignition (calculated).
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Figure 4.28: Energy deposited in the discharge: a — low temperature, b — high temper-
atures. Curves A and B are discussed in the text. Symbols: 1 — w1, U = 100 kV; 2 —
w1+w2, U = 100 kV; 3 — w1+w2+w3, U = 100 kV; 4 , 5 — w1+w2+w3, U = 160 kV.

the discharge propagation velocity. So far, no measurements of energy deposition in a
gas in a single-pulse nanosecond discharge at gas temperatures of ∼ 2000 K have been
performed. Figure 4.28a plots the energy deposited in the gas in a single-pulse discharge
versus the gas’s density at a gas temperature of 300 K. The amplitude and duration
of the high-voltage pulse are 100 kV and nearly 50 ns, respectively. In Fig. 4.28, the
lower curve (A) shows the energy deposited during the first (main) pulse (w1), and the
upper curve (B) shows the total deposited energy, with allowance for all the subsequent
reflections (w1+w2+w3), and the symbols show the scatter of the w1, w1 + w2 and w1 +
w2 + w3. It can be seen that almost the entire energy is deposited during the main pulse
and one subsequent reflection (w1+w2). At a gas temperature of 300 K, the dependence
of w(n) has a shape typical for a discharge in the form of a repetitive fast ionization
wave.14 The two lower curves in Fig. 4.28b follow the curves (A) and (B) measured at
room temperature, whereas the symbols 1–3 show the energy deposited in the gas at
1000–1400 K with a high-voltage pulse amplitude of 100 kV. It can be seen that, in spite
of a somewhat larger scatter in the experimental data, the energy deposited in the gas at
room temperature and a temperature of 1000–1400 K is approximately the same. Thus,
the temperature dependence of the total energy deposited in the gas changes only slightly,
when the gas is heated to temperatures of a few thousand degrees. This circumstance
allows one to extrapolate the experimental results obtained at room temperature to higher
temperatures.
Figure 4.28 also plots the total energy deposited in the gas (with allowance for the

main pulse and two reflections) versus gas density for a high-voltage pulse amplitude of
160 kV (symbols 4 and 5). One can see that a one-and-a-half increase in the voltage leads
to a fourfold increase in the total energy deposition. We note that there are two separate
groups of points marked with ovals. The left group corresponds to temperatures of 1000–
1400 K and pressures behind the reflected shock wave of ∼ 0.5 atm, whereas the right
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Figure 4.29: Energy input vs time. The plateau 1 corresponds to the energy W1, the
plateau 2 — to the W1 +W2, the plateau 3 — to the W1 +W2 +W3.

group corresponds to temperatures of 1600–1800 K and pressures of 2 atm. One may to
interpolate the w(n) dependence by a dome-shaped curve, as was done for measurements
at U=100 kV. Let us consider two points taken from the left group. The time evolution
of the deposited energy for these points are represented in Fig. 4.29. One can see that
almost one-half of the energy (w1) is deposited during the main pulse. In spite of the
fact that the points in Figs 4.29a and 4.29b differ only slightly (by less than 10%) in
the deposited energy, the ignition time amounts to 141 µs at a temperature of 1282 K,
whereas, at a temperature of 1213 K, the mixture is not ignited at all. So, the absolute
value of the deposited energy (though certainly being a characteristic of a gas discharge)
does not reflect the kinetic features of the system and does not allow one to analyze the
efficiency of the discharge as a plasmochemical source.
Returning to Fig. 4.28b, we note that, in the temperature range 1000–1400 K, the

specific energy deposition changes by a factor of 5 (from 0.5× 10−2 to 2.5× 10−2 J/cm3)
as the high-voltage pulse amplitude varies from 100 to 160 kV. At the same time, the
temperature dependence of the ignition time, which involves all these points, is fairly
smooth (see Fig. 4.27). The experimental data on the discharge current and voltage
indicate that the amplitude of the high-voltage pulse only slightly affects the discharge’s
evolution in the gas density range under study.
At high pressures (∼ 2 atm) and high (1600–1800 K) temperatures, the situation is

quite different. Thorough analysis of the waveforms (Fig. 4.30) of the current, voltage, and
emission intensity from short-lived states of molecular nitrogen (λ = 337.1 nm, C3Πu(v

′ =
0)→ B3Πg(v

′′ = 0) transition) shows that the discharge evolves at low gas densities (2.3×
1018 cm−3, 0.5 atm, 1000–1400 K) quite differently from that at high gas densities (7.5×
1018 cm−3, 2 atm, 1600–1800 K). Indeed, at a pressure of 0.5 atm, the signals from the
current gauge and photomultiplier are fairly intense. At a pressure of 2 atm, the current
and emission intensity are relatively low, whereas the intense signal from the capacitance
gauges indicates that the ionization region does not reach the low-voltage electrode. In this
regime, the discharge develops as a corona from the high-voltage electrode and the atoms
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Figure 4.30: Typical waveforms of voltage (curves 1 and 2 are the signals from the
different capacitive gauges), current (curve 3 ) and emission (curve 4 ).

and radicals are mainly produced in the electrode region. To increase the production rate
of active particles, it is necessary to increase the output voltage of the Marx generator to
a value sufficient for the discharge to close the gap.
The same experiments were performed for different hydrocarbons. Fig. 4.31 demon-

strates dependence of ignition delay time for autoignition and ignition by nanosecond
discharge for propane and butane containing mixtures. It is clearly seen that ignition de-
lay is well-pronounced in both cases. Difference for C4H10 is the most strong in a region
of 1100–1200 K, while for C3H8 the difference is practically constant within a range of
1400–1600 K and comprises about of 200 K.
Fig. 4.32 demonstrates ignition delay for C3 and C4 – containing mixtures in 1000/T

coordinates. Energy measurement have been performed for different mixtures. Detailed
analysis of energy input in methane – containing mixture is analyzed above. Fig. 4.33
demonstrates energy input in a set of experiments with propane – containing mixture.
It is obvious that the energy values are of the same order of magnitude as in methane-
containing mixture.

4.7 Kinetics of C1-C5 hydrocarbons in gas mixtures

for PAI

It is extremely important to understand the physical peculiarities of ignition and com-
bustion supported by nonequilibrium plasma of gas discharges. Ignition and combustion,
which are sustained by nonequilibrium plasma, are caused by interaction of a number of
physical phenomena. In order to give an adequate description of PAI/PAC it is neces-
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Figure 4.31: Ignition delay time vs temperature. a— propane – containing mixture, b—
butane – containing mixture.

Figure 4.32: Ignition delay time vs temperature. a— propane – containing mixture, b—
butane – containing mixture.
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Figure 4.33: Energy input in a gas during nanosecond discharge action in dependence
upon gas density behind the reflected shock wave.

205



sary to combine detailed knowledge in gas discharge physics and chemical kinetics, both
high-temperature and that taking into account excited and charged particles.
Nowdays different schemes describing the kinetics of fuel–air mixtures at high tempera-

tures are known. They include hundreds of species and thousands of reactions. A detailed
sensitivity analysis is an inherent tool to analyze such schemes and even in “pure” com-
bustion schemes a precise description of experimental data, especially with complex fuels,
requires significant computational efforts. Discharge kinetics at low gas temperatures has
been under investigation for decades.71,152

There are different opinions concerning the interaction between nonequilibrium plasma
and combustion. For discharges at low reduced electric fields, low–energy excitation,
such as vibrational excitation or excitation of lower electronic states,153 is dominant. So,
paper154 proposed a kinetic mechanism where electronically excited oxygen molecules in
a1∆g and b

1Σ+g – states are the main components responsible for enhanced combustion
efficiency. The authors reported that a possible excitation of these states by laser radiation
at wavelengths 1.268 µm and 762 nm, respectively, can lead to ignition of CH4:O2 mixture
at low temperature. Referring to experiments at high reduced electric fields, researchers
insist on the leading role of high–energy electronic levels leading to dissociation. Here,
dissociation may be caused by both a direct electronic impact and an interaction of
molecules with electronically excited species, such as N∗

2 +O2 = N2 +O+O.
71

The other authors155 analyzed the efficiency of O–atoms, dissociated by the discharge.
Hydrogen–oxygen kinetics at 1 atm and different initial mixture temperatures was taken
as a basis for calculations. A certain amount of oxygen atoms was artificially injected at
the initial moment of a common high–temperature modelling of the ignition. Minimal
density of O–atoms leading to ignition was determined. It was shown that at low tem-
peratures the main effect leading to acceleration of ignition process, is fast gas heating
due to recombination of radicals. Injection of O–atoms becomes to be more and more
efficient starting from hundreds of K. The atoms cause not only heating but initiation
of chemical chains, and this scenario is much more promising. The authors emphasized
that gas discharge impact is not restricted by oxygen recombination. The nonequilibrium
energy input into the gas leads to additional production of ions, as well as electronically
and vibrationally excited species. The so-called “ion chains” and “energetic chains” are
well-known in laser physics. They are exactly the chains where ions or excited species
rather than radicals serve as intermediates. The presence of a few chain mechanisms in
the system do not provide an additive result, inasmuch as chain processes are non-linear.
On the other hand, these mechanisms have not been thoroughly investigated yet. For
example, the experiments and the subsequent numerical calculations95 revealed a plasma
chemical chain branching mechanism multiplying the primary radicals generated in low-
temperature hydrocarbon/air and CO/air plasmas. At the same time, the experiments
in ambient temperature hydrocarbon–air and hydrocarbon–oxygen mixtures156 demon-
strated that the role of the discharge in low–temperature oxidation of different alkanes,
starting from CH4 to C6H14, can be reduced to the supplier of radicals, while further
oxidation takes place via well–known low temperature oxidation mechanisms (see, for
example, mechanism157). Some authors claim158 that ions are important for ignition ki-
netics. They demonstrated numerically that addition of 10−4 of NO+ ions/electrons to
i-C8H18:O2:NO:Ar=1.4:17.6:1:80 mixture at the pressure 1 atm shifts the ignition delay
time.
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It is quite typical to numerically analyze the discharge effect on a combustible mixture
by artificially injecting different radicals at the initial moment of calculations. Paper159

investigated numerically the kinetic paths to radical–induced ignition of a methane–air
mixture. They were able to obtain the ignition starting even from 300 K at 1 atm
mixture pressure injecting CH3, CH2, CH and C; there the radical densities were rather
high reaching a few percent. The author concluded that this is the CH radical that
is mostly important in initiating the chain and which is oxidized to HCO. They also
remarked that CH2 can act as a surrogate for CH as it reacts with H to produce CH, the
role of C atoms was restricted to gas heating due to recombination with O2 producing
CO, and CH3 was found to be relatively unimportant for ignition. The authors concluded
that ignition by radicals can be a promising technique and that the researchers have to
keep in mind that a real gas discharge gives different radical distributions depending upon
the conditions of the experiment.
Paper160 gave the calculations of the impact of radicals addition on the extinction limits

of H2 and CH4 flames in a perfectly stirred reactor. They investigated the comparative
effect of O, H, N, and NOx additions and found that the difference between the effects
caused by different radicals is very slight. They also reported that the extinction limits
of both fuels were extended by adding the radicals, though the effect on the extinction
limit was much smaller than that on the ignition limit. In case of low inlet temperature,
where the radicals initially added to the mixture were quickly quenched via recombination
reactions, the combustion enhancement effect was mainly due to the thermal effect by heat
release via recombination of radicals. The effect of radical addition on the extinction limit
was manifested vividly when the inlet temperature was considerably increased.
The experimental data testifying the increased efficiency of ignition/combustion under

non-equilibrium plasma may rarely be considered as unambiguous. In this sense the
experiments where, at least, some uncertainties are artificially excluded or where the
authors compare the impact of different plasmas under the same experimental conditions
are of great importance.
Ethylene oxidation by nanosecond discharge has been observed in paper.161 A high

voltage (16 − 18 kV) nanosecond (20 − 30 ns duration) pulsed power with repetitive
frequency up to 50 kHz was applied to the electrodes within a pressure range of 70–
100 Torr. The discharge power was as low as 70 − 115 W, and the gas temperature
was 100 − 300o C. It is important that the authors demonstrated flameless oxidation by
plasma or ignition while increasing the energy input in the discharge during the same
experiments. The authors concluded that (i) significant amounts of hydrocarbons can be
oxidized by low temperature plasma chemical reactions before ignition is achieved, (ii)
the detected plasma temperature rise is due to heat release during the net exothermic
plasma chemical fuel oxidation process, and (iii) ignition occurs when the temperature
rise due to heat generation in the plasma chemical oxidation process becomes sufficiently
high. As the authors161 put this, the low–temperature plasma chemical fuel conversion
and the resultant flow heating “open the door” to ignition.
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Figure 4.34: The evolution in time of the specific energy deposited in the Ar:O2:CH4

mixture at 1.1 atm and 1530 K and in the Ar:O2:C5H12 mixture at 0.52 atm and 1390 K.
Curves 1 correspond to calculation and curves 2 correspond to measurements.

4.7.1 Experimental analysis of the artificial ignition. mixtures
with hydrocarbons

In this part we will consider the continuation of our previous work at the conditions
where the impact of nanosecond pulsed discharge and ignition are separated in time. In
1996 it was proposed162 to use the shock wave technique, rather common for autoignition
studies, to check the efficiency of ignition by nanosecond discharge. The calculations
demonstrated that an operation near the autoignition temperature threshold gives an
opportunity to quantitatively measure the shift of the ignition threshold. It was proposed
to use a nanosecond pulsed discharge in the form of spatially uniform fast ionization wave
to initiate ignition. Indeed, in this case a shock tube allows to obtain fixed pressure and
temperature behind the reflected shock wave. Significantly diluted by monatomic gas,
such as Ar or He, the flow will be quasi–one–dimensional, so, it is possible to use the
1D shock tube theory to determine the gas temperature T5, pressure P5 and gas density
n5 behind the reflected shock wave. Here, the nanosecond discharge is spatially uniform
up to the gas densities about 1019 cm−3 at high voltage amplitudes as high as tens and
hundreds of kV. This means that the plasma is non–thermal in quite a large volume. Such
experiments were carried out and reported in our papers.80,113,155

A typical experimental setup is described elsewhere.113 In each experiment the de-
lay time for autoignition was compared with the ignition delay time for ignition by a
nanosecond discharge developed in the end–plate section of the shock tube. The section
was made of dielectric material and the discharge developed between the end plate of
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the shock tube and stainless steel part 20 cm apart. The shock tube had a rectangular
cross-section of 25x25 mm. Eight optical windows were used to provide optical diagnos-
tics. The ignition delay time was determined from a sharp increase of OH (306 nm) or
CH (431 nm)emission. It is worth to mention here that CH emission and OH emission
give similar ignition delay time. The system for monitoring the shock wave parameters
included a system for measuring the velocities of the incident and reflected shock waves by
means of the laser schlieren technique and a system for controlling initial pressure. The
gas density (ρ5), pressure (P5), and temperature (T5) behind the reflected shock wave
were determined from the known initial gas mixture composition, the initial pressure,
and the velocity of the incident shock wave, using conservation laws and assuming that
relaxation was complete and chemical reactions frozen. Thermodynamic data were taken
from.138 Correction of such approach and of the calculation of T5 has been checked by
controlling IR emission of CO2 additives (1 %) in specially prepared controlled mixtures.
It has been shown that the ignition temperature determined from schlieren signals and
from IR coincides reasonably for all the mixtures except the mixture with methane where
systematical error can reach 50 K.

Table 4.11: Processes dominating production of atoms
and radicals by gas discharge in Ar:2:CH4 mixtures

Number Reaction Rate constant, cm3/s or cm6/s Reference
Electron impact dissociation

R1 e + O2 → e + O + O f(E/N) 163

R2 e + CH4 → e + CH3 + H f(E/N) 164

Electron impact excitation
R3 e + Ar → e + Ar∗ f(E/N) 163

Electron impact ionization
R4 e + Ar → 2e + Ar+ f(E/N) 163

R5 e + O2 → 2e + O+
2 f(E/N) 163

R6 e + CH4 → 2e + CH+
4 f(E/N) 164

Quenching of excited Ar atoms
R7 Ar∗ + O2 → Ar + 2O 2 · 10−10 165166

R8 Ar∗ + CH4 → Ar + CH2 + 2H 3.25 · 10−10 165166

R9 Ar∗ + CH4 → Ar + CH + H + H2 5.833 · 10−11 165166

R10 Ar∗ + CH4 → Ar + CH3 + H 5.833 · 10−11 165166

R11 Ar∗ + CH4 → Ar + CH2 + H2 5.833 · 10−11 165166

Charge exchange
R12 CH+

4 + O2 → CH4 + O
+
2 5 · 10−10 Estimate

R13 Ar+ + O2 → Ar + O+
2 1 · 10−10 112

R14 Ar+ + CH4 → Ar + CH+
3 + H 1.056 · 10−9 112

R15 Ar+ + CH4 → Ar + CH+
2 + H2 2.275 · 10−10 112

Electron–ion recombination
R16 e + O+

2 → O + O 2 · 10−7 · (300/Te)
71

R17 e + CH+
4 → CH3 + H 1.75 · 10−7 · (300/Te)

0.5 109167

R18 e + CH+
4 → CH2 + 2H 1.75 · 10−7 · (300/Te)

0.5 109167

R19 e + CH+
3 → CH2 + H 7.75 · 10−8 · (300/Te)

0.5 168
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R20 e + CH+
3 → CH + 2H 2 · 10−7 · (300/Te)

0.4 168

R21 e + CH+
3 → CH + H2 1.95 · 10−7 · (300/Te)

0.5 168

R22 e + CH+
2 → CH + H 1.60 · 10−7 · (300/Te)

0.6 168

R23 e + CH+
2 → C + H2 7.68 · 10−8 · (300/Te)

0.6 168

R24 e + CH+
2 → C + 2H 4.03 · 10−7 · (300/Te)

0.6 168

The nanosecond discharge was initiated at the instant at which the reflected shock
wave arrived at the observation point. High-voltage pulses were produced with a ten–
stage GIN–9 Marx high-voltage generator. To enable the operation of the spark gap,
the generator was filled with nitrogen at a pressure of 3 atm, which provided voltage
amplitude in the range 100–160 kV at the high–voltage electrode. The duration of the
pulse was about 40 ns, and 1–2 re–reflections were observed during 0.2 µs depending upon
the parameters of the experiment.
The experiments were carried out with a set of stoichiometric mixtures CnH2n+2 : O2

(10%) diluted by Ar (90%) for hydrocarbons from CH4 to C5H12. The temperature behind
the reflected shock wave (T5) varied from 950 to 2000 K, and the pressure (P5) was 0.2
to 1.0 atm. In each experiment, we kept parameters T5 and P5 the same for autoignition
and ignition by the discharge.
The main aim of the present paper was to calculate numerically the shift of the ignition

delay time for hydrocarbon–oxygen mixtures numerically in the assumption that the main
process which causes the ignition is productions of radicals in nanosecond discharge and
in early afterglow, and to compare the results with experimental data.

4.7.2 Simulation of production of atoms and radicals

Numerical simulation of production of active particles in Ar:2:CnH2n+2 gaseous mixtures
with a high–voltage nanosecond discharge was reduced (i) to the simulation of production
of active particles (electrons, ions, excited particles, atoms and radicals) in a high electric
field in the discharge and (ii) to the simulation of conversion of the active particles during
plasma decay after the active phase of the discharge. Active particles under consideration
were excited Ar atoms, O atoms, H atoms, radicals of hydrocarbon molecules, electrons
and positive ions. Production of negative ions and complex positive ions (Ar+2 , O

+
4 , etc.)

was neglected because of high (> 1000 K) gas temperatures in the discharge gap. At the
end of plasma decay, only atoms and radicals were assumed to dominate the composition
of active particles, whereas the existence of long–lived excited states was neglected.
The dominant mechanisms for formation of active particles by a high–voltage nanosec-

ond discharge are similar in all gaseous mixtures considered. As an example, Table 4.11
shows the main reactions taken into account to simulate the production of active particles
in the Ar:O2:CH4 mixture. Simulation of the processes during the discharge was carried
out using electric fields measured in the discharge gap at every instant. Electron drift
velocity and rate coefficients for electron impact dissociation (such as reactions (R1) and
(R2) in Table 4.11), for electron impact excitation (reaction (R3)) and for electron impact
ionization (such as reactions (R4) — (R6)) were calculated by solving the electron Boltz-
mann equation in the classical two–term approximation. When solving the Boltzmann
equation, the input parameters were the electric field, number density of neutral particles,
gas temperature and gas composition. We considered only electron collisions with atoms
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Figure 4.35: The evolution in time of the densities of dominant active species in the
afterglow of the discharge in (a) the Ar:O2:CH4 mixture and (b) Ar:O2:C5H12 mixture.
The curves correspond to the same conditions as those in Fig.4.34.

and molecules of the dominant species in the gas mixtures. The effect of electron–electron
collisions and collisions between electrons and new particles produced in the discharge was
neglected because of small densities of these particles. For electron collisions with Ar, O2,
CH4 and C2H6, we used the available in literature, self–consistent sets of cross sections,
which allow a good agreement between calculations and measurements of transport and
rate coefficients in the pure gases. Reliable and self–consistent data on electron cross
sections for C3H8, C4H10 and C5H12 are not available. As a first approximation, in this
simulation, it was assumed that these cross sections are similar to those for C2H6. In this
approximation, the largest error for the calculated density of produced atoms and radicals
is expected to be induced by the uncertainty in the rate of electron impact dissociation of
hydrocarbon molecules during the discharge. However, it will be shown below that this
effect is not important under the conditions considered.
The rate coefficients and transport coefficients calculated from the Boltzmann equa-

tion were used to simulate the evolution in time of the densities of active particles in a high
electric field during the discharge. In this discharge phase, because of its short duration,
the loss of active particles can be neglected. As a result, the evolution in time of the den-
sities of these particles in this phase was analytically determined from the corresponding
balance equations.
In the beginning of pulses of applied voltage (in the discharge front), there is generally

a very short and high overshoot of the applied voltage that cannot be experimentally
resolved. During the corresponding peak of the electric field in the discharge gap, accord-
ing to approximate calculations, a noticeable density of charged particles is produced,
whereas the production of neutral active particles is negligible. To take into account the
production of electrons and ions in this, poorly known, phase, we considered the initial
electron density in the beginning of the main pulses of applied voltage to be an adjusted
parameter. This parameter was determined when calculating the evolution in time of
the discharge current and adjusting it to corresponding measured data. As an example,
Fig. 4.34 compares the calculated specific deposited energy and measured one for the
Ar:O2:CH4 mixture at 1.1 atm and 1530 K and for the Ar:O2:C5H12 mixture at 0.52 atm
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Figure 4.36: The evolution in time of the OH – density in the Ar:O2:CH4 mixture at
1.1 atm and 1530 K. Curve 1 corresponds to autoignition and curve 2 corresponds to
ignition by injection of radicals.

and 1390 K. The theoretical curves were calculated from the calculated discharge currents
and measured electric fields in the gap. The experimental curves were obtained directly
from the measured electric field and discharge current. Let us note that typical values of
the reduced electric field behind the discharge front are not higher than 150 Td.
In the experiments under consideration, the main pulse of applied voltage was generally

followed by several smaller pulses. Production of active particles was simulated also in
these additional discharge phases. As a rule, in this case production of atoms, radicals
and excited neutral particles was noticeable, whereas production of electrons and ions was
not important.
The evolution of the densities of active particles between and behind voltage pulses

was simulated using a numerical solution of the balance equations. The rate coefficients
for elementary processes were taken from literature or, if required, were estimated. In this
phase, in a zero electric field charged particles were removed due to dissociative electron-
ion recombination (such as reactions (R16) - (R24) in 4.11) producing an additional
number of atoms and radicals. The last particles were also produced due to charge
exchange of some positive ions on hydrocarbon molecules (such as reactions (R14) and
(R15)) and due to quenching of excited Ar atoms by oxygen and hydrocarbon molecules
(such as reactions (R7) — (R11)). In our kinetic model, in the end charged and excited
particles were excluded from the consideration and the gas mixture consisted of initial
neutral species and atoms and radicals produced during the discharge and in its afterglow.
The densities of atoms and radicals were used further as input parameters for a computer
program to simulate ignition in the mixtures under consideration.
Fig. 4.35 shows the evolution in time of the densities of dominant active species in the
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Figure 4.37: Comparison of autoignition delay time, experimentally determined from OH–
emission at 306 nm (PW, OH), experimentally determined from CH–emission at 431 nm
(PW, CH), and calculated in accordance with the formula given by Burcat169.

afterglow of the discharge in the Ar:O2:CH4 mixture and Ar:O2:C5H12 mixture. The curves
correspond to the same conditions as those in Fig. 4.34. It is worth mentioning that the
difference between energy input is defined by different gas density: for CH4, gas number
density is equal to n = 5.2 · 1018 cm−3, while for C5H12 it is equal to n = 2.7 · 10

18 cm−3.
Similar calculations were made also for other mixtures with hydrocarbons. Under the

conditions considered, O–atoms is the dominant active particle. The main mechanism for
production of O atoms is electron impact dissociation of O2 in a high electric field during
the discharge. The production of atoms and radicals due to electron impact dissociation
of hydrocarbon molecules is less important. De–excitation of Ar atoms increases density
of H–atoms and radicals like CH3 and C5H11 in early afterglow of the discharge (tens and
hundreds of nanoseconds).
It is expected that the uncertainty in the cross section for electron impact dissociation

of C3H8, C4H10 and C5H12 does not affect strongly the results of our calculations. To
verify this, additional calculations were carried out with the cross sections of dissociation
of these molecules increased by an order of magnitude. This decrease in the dissociation
cross sections led to an increase in the densities of H atoms and radicals of hydrocarbon
molecules by a factor of 6–7, whereas the density of O atoms decreased by tens percent.
As a result, the total density of atoms and radicals increased in the mixtures with C3H8,
C4H10 and C5H12 only by∼ 10 %. This does not affect noticeably the induction time in the
mixtures considered; our calculations showed that this time is sensitive to the total density
of atoms and radicals produced by the discharge and less sensitive to the composition of
active particles. For example, we calculated ignition delay time in CH4:O2:Ar mixture
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replacing CH3 and H radicals by equivalent amount of O–atoms. As a result, we obtained
difference for the ignition delay time within tens of microseconds for the regimes where
the ignition delay itself is about of hundreds of microseconds.

Figure 4.38: Autoignition (designated as “auto”) and ignition by nanosecond discharge in
the form of fast ionization wave (designated as “FIW”) for C2H6– and C3H8–containing
mixtures. Comparison of experiments and calculations.

4.7.3 Simulation of autoignition and artificial ignition. Com-
parison with the experiments

A zero–dimensional simulation of autoignition and artificial ignition by the discharge were
performed at constant pressure using CHEMKIN code.170 Autoignition was modelled
using mechanism proposed by Tan171 for CH4–C3H8 containing mixtures, and mechanism
used by Zhukov and Starikovskii172 (based on Westbrook mechanism173) for C4H10 and
C5H12 containing mixtures. These mechanisms were supplemented with the reactions
of formation and quenching of OH radical in A2Σ state to compare the numerical and
experimental results.
So, we assumed that the nonequilibrium plasma of a pulsed gas discharge may be

considered as an instantaneous injection of dissociated species and radicals, as described
above. In this case, we observe significant difference in time between ignition delays for
the autoignition and ignition “by plasma”, i.e. by the injection of radicals. This can be
easily seen from the Fig. 4.36, where two kinetic curves for OH – radicals are given for
methane–oxygen mixture diluted with argon.
Let us note that we do not obtain a good correlation between absolute values of ex-

perimentally and numerically determined autoignition delay for methane–oxygen mixture:
the calculated values are two times higher than the measured ones. To convince of the
T5 value, additional experiments have been conducted using IR–emission of asymmetric
mode of CO2 additives at 4.52 µm. These experiments have proved that the systematical
error for methane–air mixture is not higher than 50 K. At the moment we believe that
the discrepancy between experimentally and numerically obtained values for autoignition
delay time can be explained by some impurities of the system, which was pumped not
better than to 10−3 Torr, but this fact needs an additional examination.
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Figure 4.39: Comparison of sensitivity analysis of the kinetic scheme for CH4 (red bars),
C2H6 (green bars) and C3H8 (blue bars) – containing mixtures. Temperature T5 = 1670 K.
For comparison, another temperature for methane–containing mixture (1870 K) is given
by yellow bars.
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Figure 4.40: Autoignition (designated as “auto”) and ignition by nanosecond discharge in
the form of fast ionization wave (designated as “FIW”) for C4H10– and C5H12–containing
mixtures. Comparison of experiments and calculations.

All other calculations give reasonable correlation between measured and calculated
values of the autoignition delay time. There the experimental data are in good agreement
with the experimental data of other author. Fig. 4.37 proves this fact for propane–
containing mixture. The same figure gives an impression about discrepancy between two
ways of the determining of the ignition delay time. It is clearly seen that the ignition
delay time determined from OH–emission at 306 nm as very similar to the ignition delay
time determined from CH–emission at 431 nm, and that the difference between them
is negligible comparing to the difference between the autoignition and ignition by the
discharge.
The results of the calculations for ethane – propane containing mixtures are given in

Fig. 4.38. Here it is worth mentioning that two different schemes for C1–C5 mixtures were
used in the present paper. The reason of using Tan scheme171 for CH4–C3H8 containing
mixtures was dictated by the fact that this mechanism gives the same relative position of
autoignition curves for C1–C2–C3, as we have under our experimental conditions.
To understand peculiarities of the kinetic mechanism, we conducted the sensitivity

analysis of the kinetic scheme. The analysis was made as follows: the rate constants of
every reaction were in turn increased by a factor of 1.5 and the induction delay time
was calculated separately for every case. The sensitivity coefficients were calculated as
(τ i1.5 − τ)/τ , where τ is the induction delay time calculated with basic (unchanged) rate
constants, τ i

1.5 is the induction delay time calculated at the i
th rate constant multiplied by

1.5. The results of the calculations for C1–C3 mixtures at the temperature T5 = 1670 K
are given in Fig. 4.39. The most important 17 reactions are indicated at the plot. It
is clearly seen that for the conditions of our experiments there are reactions which are
important in any mixture (like reactions (1), (4) or (8)), and there are reactions which
are significant for methane–containing (reaction (9)) or ethane– and propane–containing
mixtures only (reactions (11)–(17)). Yellow bars illustrate change of the role of different
reactions with temperature increase.
Finally, Fig. 4.40 gives the comparison between experiments and calculations for

C4H10– and C5H12–containing mixtures. Let us note that here we have quite reason-
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able agreement both for autoignition and for the ignition by nanosecond discharge. These
figures, together with experimental data and numerical results for other hydrocarbons,
mean that under our experimental conditions, when the electric fields behind the discharge
front are of the order of magnitude of 50–150 Td, we can describe the plasma assisted
ignition assuming that the main governing factor accelerating the ignition is production
of radicals, dissociated and electronically excited species by the discharge.
So, we have conducted experiments and numerical modelling of ignition of hydrocarbon–

containing mixtures under the action of pulsed nanosecond discharge. The experiments
were carried out with a set of stoichiometric mixtures CnH2n+2 : O2 (10%) diluted by
Ar (90%) for hydrocarbons from CH4 to C5H12. The temperature behind the reflected
shock wave (T5) varied from 950 to 2000 K, and the pressure (P5) was 0.2 to 1.0 atm.
For each set of experimental parameters, we compared the ignition by the discharge with
autoignition.
Numerical modelling took into account both high–temperature kinetics of the ignition

and production of atoms and radicals by a nanosecond discharge. At the first stage, we
calculated energy branching in the discharge on the basis of experimentally determined
electric field and energy input. Reactions responsible for the energy transfer from electron-
ically excited buffer gas to molecules with subsequent production of atoms and radicals
was included into kinetic scheme. At the second stage, we modelled high–temperature
kinetics, taking into account atoms and radicals produced at the first step.
Comparison of the results of experiments and numerical modelling give a reasonable

agreement and allow to conclude that, at our experimental conditions, the most important
channel of the energy input is dissociation by an electron impact and production of elec-
tronically excited atoms and molecules. Additional production of atoms and radicals due
to the quenching of electronically excited species in the nearest afterglow does not exceed
factor of 2–3. These atoms and radicals (O, H, OH, CnH2n−1 etc.) lead to the uniform
in space ignition of gas mixtures at temperatures 500–200 K lower than the autoignition
temperature.
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Chapter 5

Experimental and Numerical
Analysis of Efficiency of Different
Species for Artificial Initiation of
Ignition

5.1 Experimental study of the efficiency of excited

atomic species for artificial ignition

The discharge produces a lot of species: electronically excited atoms and molecules, ion-
ized particles, vibrationally excited components. The relative role of different species is
under discussion now. In part, ion mechanism is proposed to explain efficiency of non-
equilibrium plasma in combustion applications.174 The role of radicals, such as OH, was
discussed and investigated using emission spectroscopy and laser induced fluorescence
(LIF) technique in different discharge systems,175,176.177

Figure 5.1: Influence of a small amount of different radicals on combustion kinetics, results
of calculations. a— temperature behavior, b— density of different species (in fractions).
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As it was mentioned already, even small additives of radicals may change significantly
kinetics of the combustion. To illustrate this, we calculated temporal behavior of temper-
ature and different radicals in hydrogen – oxygen stoichiometric mixture at pressure of
1 atm and temperature of 1000 K. The results of calculations are represented in Fig. 5.1.
We have demonstrated experimentally and by calculations (,113178) that nonequilib-

rium plasma of nanosecond discharge reduces the ignition delay time significantly (by a
few orders of magnitude). Investigations were carried out for a set of combustible mix-
tures, where we used oxygen or air as an oxidizer and hydrogen or methane as a fuel.
The very last work (179) demonstrates the same effect for a set of hydrocarbons starting
from methane up to pentane. The main advantage of a nanosecond discharge as an ini-
tiator of ignition is its uniformity and short time of production of active species. The
uniformity of single – shot nanosecond discharge in gas volume 25x25x200 mm3 under
the action of nanosecond high voltage discharge of 60-160 kV in amplitude and space
uniformity of consequent combustion has been controlled in.80 Short in comparison with
typical ignition delays, time of active species production in a nanosecond discharge gives
unique possibility for experimentalist to subdivide control of ”action” on the system (the
discharge) and ”response” (ignition) in experiment From the point of view of kinetics,
high electric fields, which realizes in nanosecond high-voltage discharge, allow electrons
to excite electronic states of atoms and molecules with relatively high thresholds and to
dissociate species effectively. Maximal possible duration of a nanosecond discharge is re-
stricted by its transfer to the arc form, when the main part of energy turns to gas heating
and excitation of high-energy levels of atoms and molecules is not efficient any more.
Typical time for such a transition is about of hundreds of nanoseconds. For example,
an efficient production of H atoms in nanosecond discharge at ambient temperature for
pulse duration of 480 ns has been demonstrated by two-photon absorption laser induced
fluorescence in.180

Coming back to the discussion about role of different species in the process of ignition,
it is significant to note that the capabilities for control of influence of separate species are
quite limited. First of all, this is numerical modelling with detailed analysis of different
channels at different conditions of discharge and ignition. The problem here that even
numerical model for separate kind of species (for example, ions174) can be large and
include huge amount of species and reactions with numerous links between them. Inclusion
of additional class of species in calculations (let say, electronically excited atoms and
molecules) leads to essential complication of the system. So, an experimental material,
which allows to analyze the role of separate class of species at the ignition, is of great
importance.
The experiments were carried out in the system described in details elsewhere (,11380).

Our aim was to compare efficiency of ignition of a combustible mixture by nanosecond
discharge and by technique which allows to excite separate class of species only. Exper-
iments were carried out behind a reflected shock wave, as in classic experiments on the
autoignition of gas mixtures.181

The experimental setup consisted of a shock tube with a discharge cell, a gas evacuation
and supply system, a system for ignition with discharge, and a diagnostic system. The
shock tube (25x25–mm square cross section) had a 1.6 m long working channel. The length
of the high-pressure cell was 60 cm. There were two pairs of windows for optical diagnostics
along the stainless-steel working channel. The last section of the low pressure cell (LPC)
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of the shock tube was made from 40 mm thick plexiglas and had eight optical windows
(quartz and MgF2). The metal end plate of the tube served as a high-voltage electrode.
Another electrode was the grounded steel section of the shock tube. The nanosecond
discharge was initiated at the instant at which the reflected shock wave arrived to the
observation point. High-voltage pulses were produced with a Marx type high voltage
generator.
The diagnostic system consisted of a system for monitoring the shock wave parameters,

a system for detecting ignition, and a system for monitoring the electric parameters of
the nanosecond discharge. Velocity of a shock wave was measured by Schlieren system
consisted of three He–Ne lasers and a set of photodiodes. The gas density, pressure and
temperature behind the reflected shock wave were determined from the known initial
gas mixture composition, the initial pressure, and the velocity of the incident shock wave.
Ignition delay time was controlled using emission of OH emission at 306 nm in microsecond
time scale. Simultaneously we controlled current through the discharge cell and voltage
drop between high-voltage electrode and cross-section of measurement with nanosecond
time resolution.
To act on a gas mixture selectively, we decided to excite gas by laser flash-photolysis.

The diagnostic system used for ignition by the discharge, was modified as this presented
in Fig. 5.2. A flash of UV-radiation of ArF excimer laser (”Center of Physical Devices”
production, Troitsk, 193 nm) was organized behind the reflected shock wave instead of
the nanosecond discharge. Laser output reached 0.2 J. The laser radiation was supplied
to the dielectric section of the shock tube through the optical window perpendicularly to
the shock tube axis in the same cross-section were we performed measurements in a case
of the ignition by nanosecond discharge. Laser output had approximately rectangular
shape with 5x21 mm dimensions and was controlled by special sensible paper. It reached
optical window perpendicularly to its plane, so, we excited gas volume of 5x21x25 mm
A piroelectric detector (PEM21) with 21 mm diameter of receiving site was used to
determine energy input from laser radiation into the gas. It was installed behind the
shock tube. Signal from PEM21 was controlled every time before the experiment, when
the system was pumped up to 5x10−3 Torr and then during the experiment. During
the pumping pipes were cooled with liquid nitrogen to avoid track amounts of oil in
the system. These precautions were important to keep optics in a proper state: trace
amount of oil leads to production of a thin film on windows under the action of laser UV
radiation. Knowing spectral transmission of MgF2 windows in this spectral range (were
controlled by Varian Cary 50 Spectrophotometer) we calculated energy input into a gas.
We organized experiment so, that energy input in the discharge and energy input from
a laser were within one order of magnitude. We controlled initial gas pressure and shock
wave velocity, and parameters behind the reflected shock wave were calculated as in the
previous case. Ignition delay time was determined from the OH emission at 306 nm. The
experiments were repeated with the same mixture for autoignition, discharge initiation of
ignition and ArF flash-photolysis. Ignition delay times were compared for all cases.
To make these experiments, we chosen N2O as a main absorbing component. Really,

N2O is known to be very efficient as an oxidant. On the other hand, it absorbs radiation
at 193 nm better than molecular oxygen.
To demonstrate this, cross-sections of molecular oxygen and N2O molecule are rep-

resented in the Fig. 5.3. So, experiments were performed in gas mixture N2O:H2:Ar =
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Figure 5.2: General view on experimental setup for study of shift of the ignition delay by
ArF–photolysis.

1:1:8. In our earlier experiments 1% of CO2 was added to a gas mixture for control of a
gas temperature using emission in IR range of spectrum.
Typical energy input in a gas in experiments with flash-photolysis is demonstrated by

a Fig. 5.4. The shape of a laser beam is quite uniform It is represented in a right hand
side of the figure. Energy value obtained by piroelectric gauge was divided by volume
5x20x25 mm, where 25 mm is a transverse size of a shock tube channel.
So, the experiments were performed in N2O – containing gas mixtures diluted by

argon. Hydrogen was taken as a fuel. We carried out special experiments to control
linearity of absorption with increase of N2O part in a gas mixture and to adjust discharge
so that we obtained similar energy input into gas in experiments with discharge and with
laser flash-photolysis.
Every time working with nanosecond discharge we obtained well-pronounced shift of

the ignition delay time. It comprises up to 2 orders of magnitude (from hundreds of
microseconds to units of microseconds) and leads to shift of a temperature threshold at
fixed pressure up to 250 K. We were not able to obtain pronounced shift of ignition delay
time in experiments with flash-photolysis even when we tried to increase N2O part in
gas mixture or focus laser radiation (with mixture containing 40% of N2O) trying to get
ignition in fixed point.
We have performed the most general analysis of possible situation. It is known that

N2O photolysis takes place via the reactions:

N2O+ hν = N2 +O(
1D), (5.1)
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Figure 5.3: Cross-section of absorption: a— for molecular oxygen, b— for nitrous oxide.
Region of ArF laser generation is marked with red vertical lines.

Figure 5.4: Typical energy input in experiments with laser flash–photolysis. A shape of
a laser beam is on the right part of a figure.
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N2O+ hν = N2 +O(
4S), (5.2)

at this weight of reaction (5.1) is 99%. O(1D) is a metastable atom, its life time is 150 s,
and usually it looses excitation in collisions with other species. It may destruct N2O via
the reactions

N2O+O(
1D) = N2 +O2, (5.3)

N2O+O(
1D) = NO+ NO. (5.4)

On the other hand, O (1D) has to be active in chain initiation:

H2 +O(
1D) = OH+ H. (5.5)

Sum of constant rates of reactions (5.3) and (5.4) is of the same order of magnitude
that the constant rate of reaction (5.5). It seems that N2O and O(

1D) mutual destruction
in processes (5.3) and (5.4) leads to the blocking of possible mechanism of ignition acceler-
ation. To check this, we performed experiments with oxygen-containing mixture (without
N2O) but obtained zero ignition delay shift because of small absorption cross-section at
193 nm.
Preliminary calculations, based on N2O-H2-O2 high temperature kinetic scheme
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with addition of reactions with O(1D), confirmed important role of reactions (5.3) and
(5.4). On the result of the calculations and analysis of kinetics it was proposed to take
for experiments H2 – O2 mixture diluted with Ar, and to use N2O as a supplier of O(

1D)
atoms, not as oxidizer. The experiments with mixture with relatively high contain of H2

and O2 (30% and 10% respectively) led to detonation, so, we decided to stop at relatively
low amount of molecular oxygen in a mixture (N2O:O2:H2:Ar=10:3:30:50), and this set
of experiments was successful.
The results of experiments and experimental parameters, such as pressure, tempera-

ture and gas density are summarized in the Table 5.1.

Table 5.1: Results of the experiments. Comparison of
flash-photolysis and nanosecond discharge.

Mixture Driver gas T5, K P5, atm n5, 10
18 cm−3 ∗τ0, µs τfl, µs τ−, µs

N2O-H2-O2-Ar Air 949 0.49 3.80 656 - -
N2O-H2-O2-Ar Air 971 0.49 3.71 551 - -
N2O-H2-O2-Ar Air 998 0.44 3.25 463 - -
N2O-H2-O2-Ar Air 1027 0.45 3.21 368 - -
N2O-H2-O2-Ar Air 1168 0.24 1.50 175 - -
N2O-H2-O2-Ar Air 1091 0.28 1.88 259 - -
N2O-H2-O2-Ar Air 1125 0.26 1.69 218 - -
N2O-H2-O2-Ar Air 1071 0.31 2.13 300 - -
N2O-H2-O2-Ar Air 1064 0.35 2.44 306 - -
N2O-H2-O2-Ar Air 1027 0.39 2.81 378 - -
N2O-H2-O2-Ar Air 993 0.46 3.45 500 - -
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Table 5.1: Results of the experiments. Comparison of
flash-photolysis and nanosecond discharge.

Mixture Driver gas T5, K P5, atm n5, 10
18 cm−3 ∗τ0, µs τfl, µs τ−, µs

N2O-H2-O2-Ar Air 1132 0.26 1.70 219 - -
N2O-H2-O2-Ar Air 965 0.44 3.36 - 242 -
N2O-H2-O2-Ar Air 971 0.44 3.37 - 278 -
N2O-H2-O2-Ar Air 1021 0.46 3.34 - 235 -
N2O-H2-O2-Ar Air 1046 0.45 3.17 - 215 -
N2O-H2-O2-Ar Air 1077 0.41 2.79 - 190 -
N2O-H2-O2-Ar Air 1118 0.37 2.41 - 147 -
N2O-H2-O2-Ar Air 1176 0.32 2.02 - 126 -
N2O-H2-O2-Ar Air 955 0.49 3.74 - 288 -
N2O-H2-O2-Ar Air 924 0.51 4.02 - 309 -
N2O-H2-O2-Ar Air 909 0.54 4.39 - 367 -
N2O-H2-O2-Ar Air 905 0.59 4.78 - 344 -
N2O-H2-O2-Ar Air 890 0.62 5.09 - 416 -
N2O-H2-O2-Ar Air 877 0.69 5.77 - 561 -
N2O-H2-O2-Ar Air 1004 0.43 3.14 - - 101
N2O-H2-O2-Ar Air 1040 0.39 2.80 - - 92
N2O-H2-O2-Ar Air 1064 0.35 2.40 - - 64
N2O-H2-O2-Ar Air 1091 0.31 2.07 - - 54
N2O-H2-O2-Ar Air 976 0.51 3.82 - - 177
N2O-H2-O2-Ar Air 929 0.53 4.23 - - 246
N2O-H2-O2-Ar Air 909 0.56 4.53 - - 261
N2O-H2-O2-Ar Air 900 0.60 4.91 - - 296
N2O-H2-O2-Ar Air 877 0.62 5.19 - - 506
N2O-H2-O2-Ar Air 877 0.67 5.57 - - 523
N2O-H2-O2-Ar Air 868 0.68 5.77 - - 698
N2O-H2-O2-Ar Air 970 0.45 3.37 - - 139

∗ In the Table, τ0 is a delay time for autoignition, τfl is a delay time in the case of ignition by
nanosecond flash laser pulse, τ− is a delay time in the case of ignition by nanosecond high-voltage
pulse of negative polarity with the amplitude of 60 kV.

Fig. 5.5,a represents the results obtained with gas mixture N2O:O2:H2:Ar = 10:3:30:50.
The accuracy of ignition delay time determination is about of 2 µs. Energy input for
experiments with nanosecond discharge and with flash–photolysis is represented in the
Fig. 5.5,b. It is clearly seen that we work within an order of magnitude. Volumetric
energy density is in a range of 1-5 mJ/cm3. The energy density decreases in discharge at
constant amplitude of high-voltage pulse (we used 60 kV and 40 ns pulses) and increases
in flash–photolysis with gas number density. As a result, we obtain well–pronounced
shift in ignition delay time both in experiments with flash–photolysis and in experiments
with nanosecond discharge. At low temperatures (that is, at high densities) efficiency
of laser flash–photolysis is similar to the efficiency of a nanosecond discharge. At high
temperatures and low densities the efficiency of discharge is higher. Data obtained will
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be used for validation of numerical model to analyze in detail the role of excited species
in the ignition.
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Figure 5.5: a — shift of ignition delay time. Experiments on autoignition, ignition by
nanosecond discharge and ignition by ArF laser flash–photolysis. b — volumetric energy
input in experiments with discharge and with flash-photolysis.

Thus, the experimental scheme for the analysis of efficiency of excited atomic species in
mechanism of artificial ignition by nanosecond discharge has been proposed. Experiments
were carried out in a set of fuel–containing mixture. Positive results were obtained for
combustible mixture N2O:O2:H2:Ar = 10:3:30:50. Ignition delay time was compared for
autoignition, ignition by nanosecond discharge and ignition by laser flash-photolysis for
the same experimental conditions.

5.2 The development of kinetic model to describe the

role of the excited species in ignition

The kinetics of N2O–containing mixtures are of great interest because nitrous oxide is a
reliable source of atomic oxygen in both the ground (O(3P)) and excited (O(1D)) states.
N2O is widely used as a source of atomic oxygen in kinetic experiments. For this reason,
the kinetics of unimolecular decomposition of N2O and following secondary reactions
between nitrous oxide and atomic oxygen have been extensively investigated by numerous
groups of researchers.
Experiments to determine reaction rate constants at high temperatures usually use

shock tube technique. There the researchers use mixtures which are significantly (by 95—
97%) diluted with monatomic inert gas.183,184 This fact makes it possible to appreciably
simplify the interpretation of experimental data and reduce the number of processes for
which the kinetic scheme is to be optimized.
However, for combustion of fuel–air mixtures concentrations of chemically active com-

ponents are not low. In this case, reactions and processes unimportant in diluted mixtures,
come forward. These processes may cause a significant change of the kinetic characteristics
of the system and call for thorough analysis.
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We can refer to the reaction of unimolecular decomposition of nitrous oxide in an
N2O–H2–Ar system as an example :

N2O+M→ N2 +O+M

The rate constant of this process is well studied for the case M = Ar (see, for example,
the review in185), while no experimental data are available for M = H2

The situation is similar situation for the process

N2O+H2 → N2 +H2O

which was first introduced in186 in describing the results of the experiments in a weakly
dilute mixture. There are no other data presently available for this reaction.
It was the main aim of this study to construct a kinetic scheme that would describe

the kinetics of both lean and rich N2O:O2:H2 mixtures.
In constructing this scheme, we used the results of our experiments in weakly dilute

mixtures containing 50 to 80% argon, as well as the results of the experiments in highly
dilute mixtures performed by one of the present authors185–187 and some experimental
results of other authors.188

5.2.1 Experiments in autoignition in N2O–containing mixtures

The ignition delay time in N2O–containing mixtures was measured in a square shock tube
(ST) with the working part of 1.6 m long. The experiments were performed behind a
reflected shock wave at a distance of 5 mm from the end plate. The thermodynamic pa-
rameters of the gas under investigation behind the reflected shock wave were determined
using the ideal ST theory. During the experiments the special attention was given to the
quality of the ST channel. The maximal size of steps and clearances when mounting win-
dows and assembling ST sections did not exceed 0.05 mm. Two pairs of quartz windows
of diameter d = 25 mm and two cross sections with four windows of diameter d = 20 mm
in the side walls of the shock tube enabled us to perform optical diagnostics of the shock
wave. Furtheron, we will refer to the cross section that is closest to the ST end plate as
a diagnostic cross section. The incident shock wave velocity was determined using three
laser schlieren gages located in series at three points spaced at 226 and 250 mm. The
deceleration of shock wave in the ST channel was taken into account in the data process-
ing. The mixtures to be investigated were prepared using high-purity gases O2(99.99%),
H2(99.999%), Ar(99.998%) and N2O of 98% purity. The accuracy of determination of gas
mole fractions in the mixture was at least 0.0025 and was largely defined by the purity
of N2O and by the inleakage to a low-pressure chamber. Air was used as a driver gas.
The working chamber and the high–pressure chamber were separated by a metallized
lavsan (Russian equivalent of Dacron) diaphragm 12 µm thick that bursted at a pressure
difference of ∆P ≈ 3 atm. In order to measure the ignition delay time, the emission of
mixture was measured in the diagnostic cross section at a wavelength of 306.4 nm that
corresponds to transition of the excited OH radical to the ground state (A2Σ → X2Π).
The delay time was determined as a time between the schlieren signal which corresponds
to the coming of reflected shock wave to the diagnostic cross section and the point of inter-
section of the time axis with the leading front of emission. The point of intersection was
determined tangentially to the curve constructed at the point of the maximum of signal

226



derivative. The optical system included a condenser which focused the image of window
in the measuring cross section onto the slit of MDR–23 monochromator. The emission
was then detected by a FEU–100 photomultiplier connected to the monochromator. A
vertical 2x20 mm slit was installed on the window. The signals from the schlieren sen-
sors and photomultiplier were delivered to the inputs of TDS 3014 Tektronix oscillograph
(transmission band of 150 MHz).
The experiments were performed in mixtures of O2 : H2 : N2O : Ar = 3 : 30 : 10 : 50

and N2O:H2:Ar = 10:10:80 in the range of initial temperature from 1000 to 1600 K and
pressures from 0.1 to 0.5 atm. The data obtained in the series of experiments in mixture
of N2O:H2:O2:Ar = 10:30:3:50 are given in Tables (5.2). Table 5.3 contains the data on
the autoignition of mixture N2O:H2:Ar = 10:10:80.

Table 5.2: Data on the autoignition in mixture N2O:H2:O2:Ar = 10:30:3:50

T5, K 1278 1195 1244 1195 1172 1150 1107
P5, atm 0.14 0.21 0.17 0.17 0.20 0.23 0.36
τ, µs 190 222 228 235 254 261 268

T5, K 1165 1121 1094 1061 1068 1024 1007
P5, atm 0.22 0.26 0.28 0.37 0.30 0.37 0.39
τ, µs 273 288 305 365 366 482 521

Table 5.3: Data on the autoignition in mixture N2O:H2:Ar = 10:10:80

T5, K 1574 1461 1396 1328 1312 1288
P5, atm 0.22 0.29 0.36 0.39 0.40 0.47
τ, µs 94 146 203 287 339 422

5.2.2 Other kinetic experiments in N2O–containing mixtures

Papers185–187 deal with the kinetics of reactions in highly dilute mixtures containing N2O
and H2. Paper

185 gives the results of the experimental investigation and numerical sim-
ulation of the reaction of unimolecular decomposition of N2O. this paper is also presents
a review of rate constants of unimolecular decomposition of N2O. The experiments were
performed behind a reflected shock wave in N2O/Ar mixtures in the range of tempera-
tures from 1780 to 2300 K and pressures from 2 to 20 atm. The IR emission of N2O on
a wavelength of 4.5 µm and absorption of N2O in the UV range (250 nm), absorption of
NO2 on a wavelength of 434 nm, and recombination emission of NO–O on a wavelength
of 500 nm were monitored synchronously in each experiment. The experiments were per-
formed in a pure mixture and in mixtures containing controlled additions of hydrogen on
various levels, namely at 250, 1000 ppm, and 1%. As a result, the authors of185 derived
expressions for the rate constants of unimolecular decomposition of N2O in the limit of
high (k∞ = 1.7 · 1011 exp (−29000/T ) s−1; T = 1750 − 2000 K; ∆ lg k∞ = 0.15) and low
(k0 = 1.49 · 1018T−1 exp (−29000/T ) cm3/(mole·s); T = 1500− 5000 K; ∆ lg k0 = 0.05 at
T = 1700− 3500 K, and ∆ lg k0 = 0.15 in the remaining range) pressures.
The NO yield in the range of temperatures from 1750 to 3300 K and pressures from

2.5 to 23 atm was measured in.189 The authors189 measured the IR emission of NO
on a wavelength of 5.6 µm and absorption of NO in the UV range (235 nm) behind a
reflected shock wave in the process of unimolecular decomposition of N2O. The numerical
simulation of the process of decomposition along with the analysis of the sensitivity of
the parameters being measured to the variation of individual reaction rates, made it
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possible to determine the rate constant of the reaction N2O + O → NO + NO (k =
9.0 · 1013 exp (−14085/T ) cm3/(mole·s); T = 1750 − 3300 K; ∆ lg k = 0.1) aa well as to
give the upper estimations for the rate constants of reactions N2O + O → N2 + O2 and
N2O+NO→ NO2 +N2.
The measurements of NO2 absorption in the visible range (434 nm) and of NO2

chemiluminescent emission as a result of reaction NO+O→NO∗
2→NO2+hν (wavelength of

500 nm) are discussed in greater detail in.190 A detailed kinetic scheme with identification
of the basic processes together with the analysis of kinetic data of other authors made it
possible to determine the rates of reactions NO+O+M→NO2+M and NO2+O→NO+O2

in the range of temperatures from 1780 to 2300 K and pressures from 2 to 20 atm.
Numerical simulation of reactions in the N2O–H2 system with addition of different

amounts of hydrogen is described in.187 A kinetic scheme of 64 reactions describes
the experimental data obtained previously for the range of temperatures from 1800 to
2700 K and pressures of ∼ 10 atm. The recommendations of other authors are also
analyzed. The results of analysis of sensitivity, along with the data on the absolute
reaction rates, for the first time made it possible to measure the rate constant of re-
action OH+O→H+O2 within this temperature range. The authors

187 give the value
of k = 5.1 · 1012 exp (375/T ) cm3/(mole·s) for this rate constant in temperature range
T = 1800− 2700 K with accuracy ∆ lg k = 0.1.
The experiment presented in188 were performed behind a reflected shock wave in mix-

tures of (A) N2O:H2:Ar = 2:1:97, (B) N2O:H2:Ar = 1:1:98, and (C) N2O:H2:Ar = 1:0.5:98.5
in the temperature range T5=1400 to 2000 K and at a pressure P5 close to 2 atm. The
authors of188 demonstrated that the emission of OH on a wavelength of 306 nm is mainly
defined by the processes H + O + M = OH∗ + M and N2O + H = N2 + OH

∗. They
determined the rate constant for the latter of these two reactions. The paper gives both
the obtained temperature dependences of the ignition delay time and the oscillograms of
OH emission. The authors determined the ignition delay time by the peak of the time
dependence of OH emission.
In constructing the mechanism of kinetics in N2O–H2 mixtures, we will use three

groups of experimental data. The data of two of these groups (the series of papers185–187

and the results of188) describe the kinetics of lean mixtures. The maximal concentration
of N2O in these studies did not exceed 3%. The third group contains the data obtained
in rich mixtures (10% N2O and 10–30 % H2) by the authors. The suggested kinetic
scheme describes two curves experimentally obtained by the authors, seven dependencies
experimentally obtained in the series of papers185—,187 and two curves experimentally
obtained by Hidaka et al.188 This set of data makes it possible to construct a consistent
mechanism of kinetics for a wide range of initial concentrations of N2O and H2 at high
(T > 1000 K) temperatures.

5.2.3 Analysis of basic reactions in N2O–H2–O2 system. De-
scription of numerical model and comparison of calcula-
tions and experiments.

There was performed a zero–dimensional simulation of ignition and of unimolecular de-
composition of N2O at constant pressure using CHEMKIN code.

170 The GRI 2.11 mech-
anism4 for the combustion of methane–air mixtures was used in the scheme as the basis
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of hydrogen-oxygen kinetics. This mechanism was supplemented with the reactions of
formation and quenching of OH radical in the A2Σ state (given in table as (OH(A)) to
compare the numerical results with those of the experiments. These reactions are given
in Table 5.4 (reactions 73—79).

Table 5.4: The kinetic scheme. The rate constants are given in the form
k = ATβ exp(−E/RT ); dimensions are in cm3/(mole·s).

N Reaction A β E Ref
1 N2O+H2 ⇔ N2 +H2O 2.10 · 1014 0.0 32500.0 present paper1

2 N2O+M ⇔ N2 +O2 +M 1.7 · 1011 0.0 59580.0 187, changed 2

2a N2O+M ⇔ N2 +O2 +M 5.1 · 1018 -1.12 59580.0 187, changed 3

3 N2O+H ⇔ N2 +OH 2.0 · 1014 0.0 15100.0 187, changed
4 OH +O ⇔ H+O2 4.51 · 1014 -0.5 60.0 187, changed
5 N2O+O ⇔ 2NO 5.8 · 1013 0.0 26000.0 189, changed
6 N2O+O ⇔ N2 +O2 5.0 · 1012 0.0 27804.0 1894

7 NO +O+M ⇒ NO2 +M 7.2 · 1020 -1.8 0.0 187 5

8 NO2 +O ⇔ NO+O2 6.0 · 1012 0.0 0.0 187

9 H2 +O2 ⇔ OH+OH 3.9 · 1014 0.0 43500.0 present paper6

10 N2O+OH ⇔ N2 +HO2 6.3 · 1011 0.0 9930.0 187

11 NO2 +M ⇒ NO+O+M 7.6 · 1016 -2.0 71583.0 1877

12 NO2 +NO2 ⇔ NO3 +NO 2.7 · 1014 0.0 36731.0 187

13 NO2 +NO2 ⇔ 2NO +O2 2.0 · 1012 0.0 27000.0 187

14 NO3 +M ⇔ NO2 +O+M 1.0 · 1025 -2.0 49600.0 187

15 2 O +M ⇔ O2 +M 1.2 · 1017 -1.0 0.0 48

16 O + H+M ⇔ OH+M 5.0 · 1017 -1.0 0.0 49

17 O + H2 ⇔ H+OH 5.0 · 104 2.67 6290.0 4

18 O + HO2 ⇔ OH+O2 2.0 · 1013 0.0 0.0 4

19 O + H2O2 ⇔ OH+HO2 9.63 · 106 2.0 4000.0 4

20 H +O2 +O2 ⇔ HO2 +O2 3.0 · 1020 -1.72 0.0 4

21 H + O2 +H2O ⇔ HO2 +H2O 9.38 · 1018 -1.76 0.0 4

22 H + O2 +N2 ⇔ HO2 +N2 3.75 · 1020 -1.72 0.0 4

23 H + O2 +Ar ⇔ HO2 +Ar 7.0 · 1017 -0.8 0.0 4

24 2H +M ⇔ H2 +M 1.0 · 1018 -1.0 0.0 410

25 2 H + H2 ⇔ 2H2 9.0 · 1016 -0.6 0.0 4

26 2 H + H2O ⇔ H2 +H2O 6.0 · 1019 -1.25 0.0 4

27 H + OH+M ⇔ H2O+M 2.2 · 1022 -2.0 0.0 411

28 H + HO2 ⇔ O+H2O 3.97 · 1012 0.0 671.0 4

29 H + HO2 ⇔ O2 +H2 2.8 · 1013 0.0 1068.0 4

30 H + HO2 ⇔ 2OH 1.34 · 1014 0.0 635.0 4

31 H + H2O2 ⇔ HO2 +H2 1.21 · 107 2.0 5200.0 4

32 H + H2O2 ⇔ OH+H2O 1.0 · 1013 0.0 3600.0 4

33 OH +H2 ⇔ H+H2O 2.16 · 108 1.51 3430.0 4

34 2 OH(+M) ⇔ H2O2(+M) 7.4 · 1013 -0.37 0.0 412

34b 2 OH(+M) ⇔ H2O2(+M) 2.3 · 1018 -0.9 -1700.0 413

1see the text for explanations
2Efficiencies of collision partners: H2 — 15.0, H2O — 9.6; Ar — 1.0, N2 — 1.74, N2O — 6.9, O2 —

1.3, NO —3.0
3low pressure limit
4upper limit, estimation
5Efficiencies of collision partners: H2 — 3.2, H2O — 9.6; Ar — 1.0, N2 — 1.6, N2O — 7.0, O2 — 1.3,

NO —2.8
6see the text for explanations
7Efficiencies of collision partners: H2 — 3.2, H2O — 9.6; Ar — 1.0, N2 — 1.6, N2O — 7.0, O2 — 1.3,

NO —2.8
8Efficiencies of collision partners: H2 — 2.4, H2O — 15.4; Ar — 0.83
9Efficiencies of collision partners: H2 — 2.0, H2O — 6.0; Ar — 0.7

10Efficiencies of collision partners: Ar — 0.63
11Efficiencies of collision partners: H2 — 0.73, H2O — 3.65; Ar — 0.38
12Efficiencies of collision partners: H2 — 2.0, H2O — 6.0; Ar — 0.7; Troe’s parameters are 0.7346,

94.0, 1756.0, 5182.0.
13low pressure limit
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Table 5.4: The kinetic scheme. The rate constants are given in the form
k = ATβ exp(−E/RT ); dimensions are in cm3/(mole·s).

N Reaction A β E Ref
35 2 OH ⇔ O+H2O 3.57 · 104 2.4 -2110.0 4

36 OH +HO2 ⇔ O2 +H2O 2.9 · 1013 0.0 -500.0 4

37 OH +H2O2 ⇔ HO2 +H2O 1.75 · 1012 0.0 320.0 4

38 OH +H2O2 ⇔ HO2 +H2O 5.8 · 1014 0.0 9560.0 414

39 2 HO2 ⇔ O2 +H2O2 1.3 · 1011 0.0 -1630.0 4

40 2 HO2 ⇔ O2 +H2O2 4.2 · 1014 0.0 12000.0 415

41 N + NO ⇔ N2 +O 3.5 · 1013 0.0 330.0 4

42 N + O2 ⇔ NO+O 2.65 · 1012 0.0 6400.0 4

43 N + OH ⇔ NO+H 7.33 · 1013 0.0 1120.0 4

44 HO2 +NO ⇔ NO2 +OH 2.11 · 1012 0.0 -480.0 4

45 NO2 +H ⇔ NO+OH 1.32 · 1014 0.0 360.0 4

46 NH +O ⇔ NO+H 5.0 · 1013 0.0 0.0 4

47 NH +H ⇔ N+H2 3.2 · 1013 0.0 330.0 4

48 NH +OH ⇔ NHO+H 2.0 · 1013 0.0 0.0 4

49 NH +OH ⇔ N+H2O 2.0 · 109 1.2 0.0 4

50 NH +O2 ⇔ HNO+O 4.61 · 105 2.0 6500.0 4

51 NH +O2 ⇔ NO+OH 1.28 · 106 1.5 100.0 4

52 NH +N ⇔ N2 +H 1.5 · 1013 0.0 0.0 4

53 NH +H2O ⇔ HNO+H2 2.0 · 1013 0.0 13850.0 4

54 NH +NO ⇔ N2 +OH 2.16 · 1013 -0.23 0.0 4

55 NH +NO ⇔ N2O+H 4.16 · 1014 -0.45 0.0 4

56 NH2 +O ⇔ OH+NH 7.0 · 1012 0.0 0.0 4

57 NH2 +O ⇔ H+HNO 4.6 · 1013 0.0 0.0 4

58 NH2 +H ⇔ NH+H2 4.0 · 1013 0.0 3650.0 4

59 NH2 +OH ⇔ NH+H2O 9.0 · 107 1.5 -460.0 4

60 NNH ⇔ N2 +H 3.3 · 108 0.0 0.0 4

61 NNH+M ⇔ N2 +H+M 1.3 · 1014 -0.11 4980.0 416

62 NNH+O2 ⇔ HO2 +N2 5.0 · 1012 0.0 0.0 4

63 NNH+O ⇔ OH+N2 2.5 · 1013 0.0 0.0 4

64 NNH+O ⇔ NH+NO 7.0 · 1013 0.0 0.0 4

65 NNH+H ⇔ H2 +N2 5.0 · 1013 0.0 0.0 4

66 NNH+OH ⇔ H2O+N2 2.0 · 1013 0.0 0.0 4

67 H + NO+M ⇔ HNO+M 8.95 · 1019 -1.32 740.0 417

68 HNO+O ⇔ NO+OH 2.5 · 1013 0.0 0.0 4

69 HNO+H ⇔ H2 +NO 4.5 · 1011 0.72 660.0 4

70 HNO+OH ⇔ NO+H2O 1.3 · 107 1.9 -950.0 4

71 HNO+O2 ⇔ HO2 +NO 1.0 · 1013 0.0 13000.0 4

72 NH3 +H ⇔ NH2 +H2 5.4 · 105 2.4 9915.0 4

73 NH3 +OH ⇔ NH2 +H2O 5.0 · 107 1.6 955.0 4

74 NH3 +O ⇔ NH2 +OH 9.4 · 106 1.94 6460.0 4

75 H + N2O → OH(A) + N2 1.1 · 1014 0 50300 188

76 H + O+Ar → OH(A) + Ar 1.2 · 1013 0 6940 188

77 OH(A) + H2 → OH+H2 2.71 · 1014 0 0 191

78 OH(A) + O2 → OH+O2 9.03 · 1013 0 0 191

79 OH(A) + H2O → OH+H2O 2.53 · 1014 0 0 191

80 OH(A) + N2O → OH+N2O 2.83 · 1014 0 0 191

81 OH(A) + N2 → OH+N2 6.02 · 1012 0 0 191

The constants of several reactions defining the kinetics in a system containing H, N,
and O atoms were taken from.187,189 These reactions included reactions of interaction of
N2O with main radicals and the reaction of thermal decomposition of N2O, but a part of
the rate constants was corrected to fit the entire set of available experimental data. We
will consider in more detail the changes made in the kinetic scheme in comparison with
the scheme presented in185—.187

14k = k37 + k38
15k = k39 + k40
16Efficiencies of collision partners: H2 — 2.0, H2O — 6.0; Ar — 0.7
17Efficiencies of collision partners: H2 — 2.0, H2O — 6.0; Ar — 0.7
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The preliminary analysis of the experimental data revealed that the process suggested
by Hanson et al.186

N2O+H2 → H2O+N2. (5.6)

is of significant importance.
The ignition delay is highly sensitive to the rate constant of reaction (5.6) even for

the rate constant values that are much lower than those of chain propagation or than
the rate constants of high-temperature decomposition of N2O, because it is reaction (5.6)
that is responsible for the heating of mixture. The only known experimentally obtained
evaluation of the rate constant of this reaction186 is based on monitoring the kinetics of
reaction NH2 + NO. At this, reaction (5.6) was one of the numerous channels of the
mechanism and the experimental data were relatively insensitive to the rate constant of
the reaction. Experiments were performed in a mixture containing 2% NH3 and 2% NO
in argon. The rate constant for reaction (5.6) was estimated by the authors of186 as
2 · 1011T0.5 cm3/(mole · s)) in the temperature range from 1700 to 3000 K.
The importance of reaction (5.6) decreases rapidly with decreasing concentrations

of N2O and H2 and becomes insignificant at hydrogen concentrations of less than 1%.
Besides, the decomposition of N2O becomes important in the N2O–H2 system at high
temperatures:

N2O(+H2)→ N2 +O+ (H2). (5.7)

This process is accompanied by a fast chain mechanism

N2O+H→ N2 +OH (5.8)

OH + O→ O2 +H (5.9)

which makes the interpretation of kinetic data much more difficult. Note that reactions
(5.8) and (5.9) are important part in thermal decomposition of N2O at almost any con-
centrations of H2 starting with ∼ 20 ppm.

187,189 Treating the kinetics, one must further
take into account the decomposition of N2O by atomic oxygen:

N2O+O→ NO+NO. (5.10)

Note that, as was demonstrated in,189 the channel which is alternative with respect to
products

N2O+O→ N2 +O2 (5.11)

is much slower than reaction (5.10) and does not influence decomposition of N2O at high
temperatures. The production of molecular oxygen is related to the mechanism (5.8) —
(5.9) and is attributed to the presence of microimpurity of hydrogen in the experiments.
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At high pressures, the three-particle conversion of NO to NO2 becomes important,

NO + O+M→ NO2 +M (5.12)

with subsequent reaction of NO2 with atomic oxygen

NO2 +O→ NO+O2. (5.13)

At low temperature in hydrogen-free mixtures this channel is the main source of molec-
ular oxygen during the decomposition of N2O.
When molecular oxygen is added to the system (for example, N2O:H2:O2:Ar mixture

under our experimental conditions), there arises one more important channel of production
of OH

H2 +O2 → OH+OH, (5.14)

which affects the rate of ignition of rich N2O–H2–O2 mixtures at high temperatures.
We will analyse the role of every mentioned reaction.
Figure 5.6 gives the data presented in185 on the rate of unimolecular decomposition of

N2O. The rate of decomposition was determined from direct measurements of the profile
of N2O concentration by the absorption of N2O in the UV spectral range (λ ≈ 250 nm)
and emission of N2O in the band of asymmetric mode (λ = 4.5 µm). The results produced
by both methods agree with each another (see Fig. 5.6). When even 250 ppm hydrogen is
added to the mixture, the observed rate of decomposition of N2O increases significantly.
this is related to the development of reaction by the chain mechanism (5.8) — (5.9). In this
case, the effect of processes (5.6) and (5.7) is insignificant because of low concentration of
hydrogen under given conditions. The observed rate of decomposition increases with the
concentration of H2. At [H2]=1000 ppm, the rate is doubled compared to hydrogen-free
mixture. The concentration being [H2]=1%, the rate of decomposition of N2O increases
by a factor of four. Note that the mechanism (5.8) — (5.9) depends on the presence of
atomic oxygen and, in principle, can increase the rate of decomposition of N2O note more
than to its double value. For this reason, the authors of185 failed to explain the rate of
decomposition in N2O:H2:Ar=3:1:96 mixture.
The implementation of process (5.6) makes it possible to fit the experimental data

of185 to the results of numerical simulation for all concentrations of hydrogen in the
mixture (see Fig. 5.6). Thus, the displacement of the observed rate constant at adding
of hydrogen is adequately described. Moreover, the change in temperature dependence,
which is connected with partial replacement of reaction (5.7) by by reaction (5.6) with a
weaker temperature dependence, is clearly manifested.
The rate constant obtained for unimolecular decomposition of N2O in the limit of

low and high pressures may be approximated by the expressions (hereinafter, the rate
constants are in [cm3/(mole·s)])

k05.7 = 5.1 · 10
18T−1.12 exp

(
−
59580

RT

)
, (5.15)
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Figure 5.6: Comparison of experimental and calculation results for kinetics of N2O–
containing mixtures. Data on the observed rate constant of unimolecular decomposition.
The experimental points are taken from185: 1 — mixture of 3% N2O+Ar, data on IR
emission (4.5 µm); 2 — mixture of 3% N2O+Ar, data on UV absorption (250 nm); 3 —
mixture of 3% N2O, data on IR emission (2.9 µm); 4 — mixture of 3% N2O+250 ppm
H2+Ar, data on IR emission (4.5 µm); 5 — mixture of 3% N2O+1000 ppm H2+Ar, data
on IR emission (4.5 µm); 6 — mixture of 3% N2O+1% H2+Ar, data on IR emission
(4.5 µm). Lines 7–10 give the results of the numerical model, proposed in the present
paper.
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Figure 5.7: Comparison of the experimental and calculation results for the kinetics of
N2O–containing mixtures. The experimental data are borrowed from

189: 1 — mixture of
3% N2O+Ar, data on IR emission, pressure P = 11.5 atm; 2 — mixture of 3% N2O+Ar,
data on IR emission, pressure P = 8 atm; 3 — mixture of 3% N2O+Ar, data on UV
absorption, pressure P = 11.5 atm; 4 — mixture of 3% N2O+250 ppm H2+Ar, data on
IR emission, pressure P = 11.5 atm; 5 — mixture of 3% N2O+1000 ppm H2+Ar, data
on IR emission, pressure P = 11 atm; 6 — mixture of 3% N2O+Ar, data on IR emission,
pressure P = 8 atm.
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kinf5.7 = 1.7 · 10
11 exp

(
−
59580

RT

)
. (5.16)

These values correlate with the data of185 in the overlapping range and approximate
most of the data of other authors in the range from 1000 to 4000 K.
The value obtained for the rate constant of reaction (5.6) is much lower that given

in186 in the low-temperature region. The reaction accelerates with increasing temperature
and the activation energy is approximately half of the activation energy of unimolecular
decomposition of N2O,

k5.6 = 2.1 · 10
14 exp

(
−
32500

RT

)
, (5.17)

Figure 5.7 gives the data on measurements of the absolute yield of NO under con-
ditions of thermal decomposition of N2O for different concentrations of hydrogen in the
mixture. The measurements were performed by both UV absorption of NO in the γ–band
(λ=225 nm) and IR emission (λ = 5.3 µm). A reference mixture containing 1% N2O+Ar
was taken for absolute calibration of the system. Both UV and IR measurements pro-
duced close results and provided a high accuracy in determining the concentration of NO
after the decomposition of N2O.
There is observed a good agreement between the measured and calculated values

of NO yield within the entire range of parameters. The analysis of the dome-shaped
NO–yield temperature dependence performed in189 revealed that the decrease in the low-
temperature region is related to the loss of atomic oxygen in processes (5.12) and (5.13).
At high temperatures, the accelerating unimolecular decomposition of N2O leads to an
abrupt decrease in the N2O concentration in the mixture and to a relative deceleration
of reaction (5.10) whose temperature dependence is twice weaker than that of reactions
(5.12) and (5.13).
The competition of reactions (5.10), (5.12), and (5.13) with unimolecular decomposi-

tion of N2O + M→ N2 + O + M completely defines the shape of the curve of NO yield in
hydrogen-free mixtures. The results of the performed modelling confirm the inference of189

that the ratio between rate constants of channels (5.10) and (5.11) at T = 1000− 2000 K
is k5.10/k5.11 > 20.
The scheme presented here included the changed value of rate constant k5.10:

k5.10 = 5.8 · 10
13 exp

(
−
26000

RT

)
. (5.18)

This expression differs from the approximation suggested in187 by less than the value
of the measurement error. However, it enables one to more accurately reproduce the
behavior of the curve of NO yield (see Fig. 5.7).
As was noted above, the kinetics of mixtures containing less than 1% H2 are almost

independent of the choice of rate constants k5.6 and k5.7.
The decrease in the yield of nitrogen monoxide in mixtures with an addition of 250

and 1000 ppm of hydrogen is defined by the competition between channels (5.10) and
(5.8)—(5.9). This fact enables one to clarify the rate constants of processes (5.8), (5.9)
taking into account a weak impact made by reactions (5.6) and (5.7),
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Figure 5.8: Review of reaction rate constants: a) — reaction N2O + H = N2 + OH. 1
–193, 2 –194, 3 –195, 4 –196, 5 –197, 6 –198, 7 –187, 8 –199, 9 – our data, 10 –200, 11 –201, 12
–202, 13 –203; b) — reaction OH + O = H + O2. 1 –

204, 2 –205, 3 –187, 4 –206, 5 –207, 6
–208, 7 –209, 8 –210, 9 –211, 10 – our data, 11 –212, 12 –192, 13 –213, 14 –214; c) — reaction
N2O+O = NO+NO. 1 –

184, 2 –195, 3 –215, 4 –189, 5 –199, 6 –216, 7 –217, 8 –218, 9 –219, 10
–220, 11 – our data; d) — reaction H2 + O2 = OH + OH. 1 –

221, 2 –222, 3 –223, 4 –224, 5
–225, 6 –226, 7 – our data.

k5.8 = 2.0 · 10
14 exp

(
−
15100

RT

)
, (5.19)

k5.9 = 4.5 · 10
14T−0.5 exp

(
−
60

RT

)
. (5.20)

The obtained value of the rate constant of reaction (5.8) agrees well with the value
given in187 in the overlapping temperature range and correlates with the numerous exper-
imental data obtained for this reaction elsewhere (see the review in187).
The value of the rate constant of reaction (5.9) lies slightly higher than the data of190

and fits exactly the value given in,192 which is based on low-temperature data for this
reaction and on the value of the rate constant of the inverse process at high temperatures.
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Figure 5.9: Comparison of the experimental and calculation results for the autoignition
of N2O–containing mixtures. Our experiments: 1 – H2 : N2O : Ar = 10 : 10 : 80 mixture,
2 — O2 : H2 : N2O : Ar = 3 : 30 : 10 : 50 mixture.

The rate constants for the reactions k5.8, k5.9, and k5.10 are illustrated by Figs. 5.8 a-
c, respectively. The figures give the values obtained by other authors along with those
suggested in the present paper. One can see good agreement with the main array of data
for all of the reactions mentioned above.
Figure 5.9 gives the results of experiments in water-diluted mixtures containing N2O,

H2, and O2 (the initial data for the experiments are as given in Tables 5.2—5.3). It also
presents the results of the calculations. In all the calculations under our experimental
conditions, the ignition delay time was determined by the point of intersection of the
tangent to the emission of electronically excited OH(A2Σ) at the maximum of derivative
with the abscissa, i.e., similarly with the experimental data. The figure demonstrates
good agreement between the experimental and theoretical data for the entire investigated
range of temperatures and pressures.
The selected numerical mechanism was further validated by comparing the results of

the calculations with the experimental results of.188 Comparison is given in Fig. 5.10
In these calculations, in accordance with the experiments,188 we determined the ignition
time by the maximum of emission of the OH(A2Σ) state as a function of time. The
figure demonstrates good agreement between the experimental and theoretical data for
the entire investigated range of parameters and lends support to the validity of choice of
the kinetic scheme as a whole.
Note that the suggested scheme reproduces both the temperature dependence and the

absolute values of the ignition delay time in different mixtures (Figs. 5.9 and 5.10).
We will enlarge on the experiments in weakly dilute mixtures (Fig. 5.9). Good agree-

ment between the theory and the experiment was observed for both investigated mix-
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Figure 5.10: Comparison of the experimental and calculation results for the autoignition
of N2O-containing mixtures. The composition of mixtures is given in the figure. Argon
is used as diluent gas. The experimental data are taken from188; the calculations are
performed on the basis of the kinetic scheme proposed in the present paper.

tures. For N2O:H2:Ar = 10:10:80 mixture in the temperature range of T ∼ 1500 K, the
unimolecular decomposition of N2O becomes important (reaction (5.7)). The high value
of activation energy of unimolecular decomposition enables one to single out this process
against the background of reactions (5.6) and (5.14),

k5.7(M = H2) = (13± 3)k5.7(M = Ar). (5.21)

Note that this is apparently the first experimentally obtained evaluation of the rate
constant of unimolecular decomposition of N2O in an atmosphere of hydrogen.
At lower temperatures, the behavior of the temperature dependence of the delay time

for both mixtures is mainly defined by reaction (5.6). The results of the experiments in
N2O:H2:Ar = 10:10:80 mixture demonstrate a more pronounced temperature dependence
of the delay time in comparison with N2O:H2:O2:Ar = 10:30:3:50 mixture. At the same
time, the abrupt decrease in the ignition delay time in the case of transition to the second
mixture cannot be explained by the increase in the hydrogen concentration alone. in this
case, an important role is played by the addition of molecular oxygen which causes a
significant acceleration of ignition in this temperature range.
Therefore, in the case of transition from one mixture to the other, there arises yet an-

other process of low activation energy, which controls the ignition, in addition to reactions
(5.7) and (5.6).
The rate constant of reaction (5.14) (H2+O2 → OH + OH) was measured in a number

of studies;223 this reaction has a much lower activation energy than the reaction of uni-
molecular decomposition of N2O. Simultaneous analysis of the kinetics of autoignition of
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mixtures with and without addition of oxygen yields a possible value of the rate constant
of this reaction based on our experimental data as

k5.14 = 3.9 · 10
14 exp

(
−
43500

RT

)
. (5.22)

This value is in adequate agreement with results of the previous studies though some-
what exceeding the value recommended by Azatyan et al.223 (see Fig. 5.8 d). It would be
wise to note that proposed kinetic scheme describes adequately our recent experiments in
H2:O2:Ar mixture.

113

Thus, based on the results of shock–tube experiments on autoignition and unimolecular
decay of mixtures containing N2O, hydrogen, and oxygen and on the results of appropriate
numerical calculation there has been suggested a mechanism which describes the kinetics
of both highly dilute N2O–H2–O2 mixtures and mixtures which are weakly diluted with
inert gas at high (T > 1000 K) temperatures and moderate (up to several atmospheres)
pressures.
The subdivision of the discharge action and ignition processes allows to subdivide the

processes of injection of radicals / ions / excited species and their influence on the ignition
process. From this point of view, a nanosecond volume discharge, at least not longer than
a few hundreds of nanosecond, with its dominant excitation of high-energy degrees of
freedom, is the optimal type of the discharge. To justify the mechanism of ignition by low–
temperature plasma, it is necessary to trace in experiment behavior of temperature and
main intermediates with a suitable temporal and spatial resolution. Model experimental
systems, where the role of the certain component can be elucidated, are desirable. An
example of such a system, allowing to test the role of O(1D) in the ignition process and
to compare discharge efficiency with the efficiency of radical injection, is proposed.
The kinetics of chemical transformation in N2O–H2–O2–Ar mixtures have been studied

in the temperature range from 1000 to 2700 K and pressures from 0.1 to 10 atm. A shock-
tube experiment has been used to obtain data on the times of ignition delay in mixtures
which are weakly diluted with inert gas (50 to 90% Ar). Based on the data obtained and
the data of kinetic experiments in mixtures containing up to 97% Ar, a mechanism to
describe the kinetics in the given system has been suggested. The values of rate constants
of some chemical reactions involving N2O, NO, and OH have been clarified.
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Chapter 6

Mechanisms of Flames Control by
Means of a Non-Equilibrium
Low-Temperature Pulsed
Nanosecond Barrier Discharge
Plasma

6.1 Flame control by pulsed nanosecond barrier dis-

charge

The effect of the electric field on a flame was first observed in 1814 by Brande,227 who
discovered that the flame behavior changes substantially when the flame is placed between
two electrodes. It was found that the influence of the electric field on the heat and mass
transfer was so strong that both the flame and carbon soot began to move toward the
negatively charged electrode. Thus, Brande was the first to affect the flame propagation
velocity by applying an electric field. The review of the studies in this field can be found
in the papers of Malinovsky228

Since that time, the interaction of electric fields and discharges with flames has been
studied widely and extensively all over the world. The main idea of these investigations
is flame stabilization,229 the production of the atoms, ions, and active radicals neutral-
izing hazardous wastes of heat power plants and chemical factories (NOx, SO2, etc.),

230

extending flammability limits, and increasing the flame luminosity. The determination
of the basic mechanisms responsible for the combustion stability is also of great interest.
It is known that unstable combustion of solid, liquid, or gaseous fuels in power plants
manifests itself in a spontaneous onset of self-oscillating combustion regimes, which are
accompanied by significant fluctuations of the thermal flux rate and pressure, as well as
by mechanical vibrations (or even destruction) of the combustion chamber. Therefore,
the problem of the effective combustion stability control is very pressing.
A separate field of research is the use of electric fields and discharges to affect the

flame propagation velocity. By applying an electric field, one can decrease the flame
propagation velocity along the channel and even extinguish the flame (as was shown by
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Malinovsky as long ago as in 1924231) or, on the contrary, accelerate the combustion rate
by increasing the flame blow-off velocity.232 This field of research holds great promise and
is quite challenging for practical applications, such as aircraft engines, in which combustion
should be as rapid and full as possible. More rapid combustion makes it possible to use
more lean mixtures, which results in a decrease in the temperature of the combustion
products and a reduction in the amount of the harmful NOx impurities produced.
Discussion about the real mechanisms through which the electric field can affect the

combustion rate has been lasted for many years. The problem of determining such mech-
anisms is particulary important because of the rapidly growing interest in the possibility
of additionally controlling the flame dynamics with the help of a non-equilibrium plasma.
The simplest means for affecting a combustible mixture with an electric discharge

is a pulsed arc, which occurs, for instance, in the spark plug of a IC engine. In this
case, the discharge current density is high enough, the produced plasma is close to a
thermally equilibrium state, and the fuel is ignited due to the heating of the mixture in a
small-volume arc channel and the adjacent regions. The energy input on such an ignition
can be rather high, and the ratio of the discharge energy to the gas chemical energy in
the spark channel is much larger than unity. For this reason, this type of discharge is
inapplicable for volume ignition because of the high energy consumption. However, it is
volume (or nearly volume) ignition that is of greatest interest for applications with a high
rate of energy release. The slow propagation of the flame front from the point of ignition
limits this rate and does not allows one to use spark discharges in high-speed (including
supersonic) gas flows.
Therefore, of especial interest in this field is to find such methods of flame control

at which energy deposition in the gas is certainly insufficient to heat the mixture up
to the temperature of spontaneous thermal ignition. That’s why we will consider below
discharges in which Joule heating is negligibly small in comparison with the chemical heat
release and is distributed over the gas volume.
Flame is a low-temperature plasma with a mean particle energy of '0.2 eV. This

plasma consists mainly of molecules and radicals, as well as electrons and positively
charged ions produced by chemical or thermal ionization. Calculations of the equilibrium
composition of the combustion products of a hydrocarbon–air mixture at atmospheric
pressure and the temperature corresponding to the adiabatic equilibrium (higher than
2000 K) by Sakha equation give the electron density lower than 108 cm−3, whereas the
total density of the molecules, radicals, and atoms is about 1018 cm−3. For this reason, the
following two mechanisms (besides Joule heating) through which the electric field affects
the flame characteristics are considered in the literature.
At low reduced fields (that are insufficient for the excitation of the mixture components

(several hundred volts per centimeter at atmospheric pressure), the so-called ”ionic wind”
(the electric field–induced redistribution of the charged particles, as well as neutral atoms
and molecules, which are set into motion due to the resonance charge-exchange processes,
Ã+A+ → Ã++A) plays a decisive role. It was shown in the monograph by Lawton and
Weinberg,233 that the electric forces inside a flame can exceed the convective forces by
more than two orders of magnitudes. This effect is especially pronounced in the case of
slow diffusion flames, whose propagation velocities are much lower than those of premixed
flames.234

At higher electric fields, the processes of gas excitation, dissociation, and ionization
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by electron impacts become important. These processes lead to the appearance of new
chemically active particles and additional interaction mechanisms that modify and accel-
erate the kinetics of the entire system. The electron energy should be high enough for the
electronical and vibrational excitation of the molecules in this case; hence, this range of
electric fields generally corresponds to the development of a gas discharge.
At present, it is commonly believed that almost all of the existing experimental data

can be explained (at least qualitatively) by the ionic wind action. Most of the experiments
are dealing with dc fields (high-frequency fields do not affect the combustion rate because
the ions have no time to move out of their positions during the field period) in the typical
”burner – ring” electrode geometry. The ring is placed at a certain distance (from a
few millimeters to a few centimeters) above the burner rim, and the potential difference
between the electrodes is several kilovolts. It is worth mention that there is a sense to
talk just about the potential difference (rather than the electric field intensity) because,
in such an electrode geometry, the field distribution is highly nonuniform. For example, a
significant increase of flame blow-off velocity in the methane–air mixture (by a factor of
2.0–4.2) was observed when the nozzle was at a negative potential.235 The authors explain
this result by (i) a change in the temperature distribution within a narrow nozzle region
filled with unburned reactants, (ii) the slowing-down and stabilization of the effluent gas
near the burner edge due to the ionic wind, and (iii) the intensification of the reaction
due to heat transfer and the incoming of the combustion products into the region where
the mixture has not burnt yet.
Unfortunately, in spite of the interesting results obtained, such a burner design has

some drawbacks. In particular, the burner wall thickness, which determines the distance
over which the flame is stabilized, plays an important role. Hence, it is problematic to use
this method for flame stabilization in industrial burners. Moreover, because of a highly
non-uniform electric field, the main voltage drop occurs at distances of several millimeters
from the nozzle. Calculations show that, in this region, the electric field intensity is close
to the breakdown field in air, which leads to the formation of a corona at the nozzle edge.
Therefore, the change in the blow-off velocity is not related to the ionic wind action but
is a consequence of the local energy deposition in a few points inside the flow where the
ignition of the mixture occurs.
The influence of a corona discharge on the blow-off velocity of a methane–air flame

was studied in detail by Bradley and Nasser.236 In that study, a voltage was applied
between a spiral coil placed above the flame and four tapered points placed inside the
nozzle. Bradley found the following three regimes of the electric field effect: (i) the ionic
wind, which slightly increases the blow-off flow rate (by '30%); (ii) a corona discharge,
in which the flame is stabilized at the burner nozzle; and (iii) an unstabilized corona
discharge with four inverted-flame cones. As in,235 the mixture was ignited at the cone
vertexes (at each point); then, the flame propagated due to conventional mechanisms,
such as heat transfer and diffusion. In this case, a significant (nearly twofold) increase in
the flame propagation velocity was achieved. However, a further increase in the voltage
(and, accordingly, the flame velocity) was impossible in this geometry because the corona
discharge transformed into a spark mode. Moreover, only a fraction of the flow that was
admixed to the cone was burnt out. As a result, combustion became incomplete, which
led to a decrease in the burner power.
Both of the above studies dealt with edge effects that stemmed from the highly nonuni-
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form electric field; consequently, practical implementation of the results obtained in those
papers is rather problematic. In present study it will be shown experimentally that, in
the above geometry, the increase in flame propagation velocity isn’t related to the current
running through the flame, so ionic wind role is negligible. Seemingly, the ionic wind is
of limited utility as a means for increasing the combustion rate in premixed flames (a
possible exception may be specific burners with a thick wall and small inner diameter of
the nozzle).
Some authors (see, e.g.,237) suppose that kinetics of the combustion processes can be

affected by a relatively weak (1–2 kV/cm) alternating electric field and explain the change
in the normal flame velocity by the acceleration of the reaction

H +O2 → OH +O. (6.1)

This reaction is one of the most important in flame,238 and its rate substantially determines
the oxidation rate of CO and the production of the OH radicals, which play a major role
in the branching of the chain reaction of hydrocarbon combustion. An analysis of the
experimental data239 shows that the effect of flame propagation velocity increase takes
place at reduced electric fields E/N (where E is the electric field intensity and N is the
density of molecules in a mixture) as low as 10 Td (1 Td = 10−17 V·cm2). The process

N2(v = 0) + e→ N2(v > 0) + e (6.2)

is likely to be the primary process of field influence on flame velocity. Then, a vibra-
tionally excited nitrogen molecule can transfer the vibrational quanta to other mixture
molecules (in particular, O2 molecules) in the reaction

N2(v) +O2(v
′ = 0)→ N2(v − 1) +O2(v

′ = 1). (6.3)

In the opinion of the author of,237 such a vibrational excitation of oxygen molecules
can accelerate chemical reactions with their participation, including reaction (6.1), and,
accordingly, the combustion process as a whole.
An indirect confirmation of this mechanism is the fact that an increase in the com-

bustion rate was observed in CH4/O2/N2 mixtures, whereas in CH4/O2/Ar mixtures this
effect was much less pronounced, although the electron density was the same. Unfortu-
nately, it is not yet quite clear to which extent this mechanism can accelerate reaction
(6.1), because, in typical fuel–air mixtures, the rates of the relaxation and deactivation
processes competing with the vibrational excitation of N2 and O2 are fairly high. Hence,
further experimental study of such mechanisms is required to verify the above statements.
However, even without carrying out thorough investigations, one can assert that a

reduced electric field of 10 Td is insufficient to enable the electron-impact excitation of
higher (v > 3) vibrational levels (to saying nothing of electronic ones) of both nitrogen
and oxygen. In addition, the discharges at such a low reduced electric field are not self-
sustained. This reduces the efficiency of this type of discharge.
Nowadays it seems that the most challenging method for accelerating combustion is

the non-equilibrium excitation of the gas mixture components, which allows one to affect
the chemical reaction kinetics. To enable more efficient excitation of the electronic and
vibrational degrees of freedom, one should use short-duration (nanosecond) pulses with
a high reduced electric field.113,240 In pulsed discharges, the reduced electric field at the
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front of an ionization wave (e.g., in the steamer head) attains hundreds of Td, whereas
the electric field in the streamer channel is significantly lower and certainly insufficient
for the production of active particles. The experiments of40 demonstrated that it is the
region with a strong field in the streamer head in which the active particles are mainly
produced.
Employing a pulsed barrier discharge allows one to avoid the transition of a streamer

discharge to a spark form, because the dielectric barrier limits the maximum charge
transmitted through a channel. This type of discharge is non-equilibrium: the electron
temperature is rather high (4–5 eV), whereas the translational temperature of the neutral
gas is close to the temperature of the electrodes.47 Thus, the gas is heated only slightly and
the energy is mainly deposited in the vibrational and electronic (rather than translational)
degrees of freedom of the gas molecules.
The aim of this study is to experimentally investigate the possibility of the premixed

flames propagation control by means of pulsed nanosecond discharges that develop at high
reduced electric fields and to find the main mechanisms for the discharge–flame interac-
tion. The influence of gas excitation by a pulsed nanosecond atmospheric-pressure barrier
discharge (with a high-voltage pulse amplitude up to 25 kV) on the characteristics of a
premixed propane–air flame has been investigated within a wide range of the equivalence
ratios (0.4–5). It is experimentally found that the flame blow-off velocity increases more
than twice at a discharge energy input less than 1% of the burner power. The emission
profiles of the OH, CH, and C2 radicals along the flame are studied using emission spec-
troscopy. An efficient production of active radicals under the action of a barrier discharge
has been observed. Based on the data obtained, the increase in the flame propagation
velocity is explained by the production of atomic oxygen in a discharge due to the quench-
ing of electronically excited molecular nitrogen N2 and the electron-impact dissociation
of molecular oxygen. A numerical model has been developed that qualitatively describes
the influence of a barrier discharge on flame propagation.

6.1.1 Effect of the electric field configuration on the flame

We examined different electric field configurations to choose such that is optimum for
determining the most efficient mechanisms for flame control and, at the same time, allows
us to avoid excess electric energy losses and gas heating. The key requirements to the
discharge section geometry are as follows:

• Taking into account that the energy deposition in the discharge is much lower than
the burner power, it is necessary that the discharge affects the preflame zone, rather
than the ignited mixture.

• The discharge should occupy the entire cross section of the nozzle. This enables a
nearly uniform gas excitation and significantly facilitates the interpretation of the
results obtained.

Early experiments were carried out using a metal nozzle with a rectangular cross
section. The discharge operated either between two multipoint plates placed horizontally
at a distance of 2–20 mm above the burner edge or between these plates, which were at the
same potential, and the burner nozzle. However, this design had the following drawbacks:
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• The discharge transformed into a spark form, which led to the sharp increase in the
discharge energy and the heating of the mixture. A decrease in the amplitude of
high-voltage pulses (their duration being kept constant) led to the transformation
of the discharge into a pulsed corona; as a result, its effect on the flame significantly
reduced.

• In the plate-to-plate geometry, the discharge mainly affected the high-temperature
region (because the flame, in contrast to the preflame zone, already contained
charged particles) and only slightly influenced the preflame zone. The electric field
was asymmetric with respect to the nozzle axis. This hampered the interpretation
of the experimental results and numerical simulation.

• In the plate–nozzle geometry, the discharge did not occupy the entire cross section
of the nozzle and occurred in the boundary layers. As a result, the combustible
mixture in the preflame zone remained practically unexcited.

Taking into account the results of these preliminary experiments, as well as the re-
quirement that the high-voltage electrode should be located as close as possible to the
mixture to be excited (the specific energy deposition decreases with distance from the
electrode), we have modified the burner design.

The burner with barrier discharge

In the new burner, the metal nozzle was replaced with a rectangular glass nozzle, inside
which a high-voltage electrode was placed. The low-voltage electrodes were positioned
near the nozzle edge; in order to prevent a transition of the discharge into a spark form,
they were set tightly into quartz tubes. On applying a voltage to the gap, a barrier
discharge occurred, whose current was limited by the dielectric layers.
The specific feature of such construction is that it’s allowed us to avoid a transition of

the discharge into a spark form at high voltages and long pulse durations. By varying the
vertical positions of the low-voltage electrodes, we found a discharge configuration that
was optimum from the standpoint of increasing the flame blow-off velocity.
The scheme of the experimental facility and diagnostic system is shown in Fig. 6.1.

The burner body was made of glass. The burner nozzle opening was a rectangle 30×2 mm
in size. Thus, the flame base was fairly long, so that the flame geometry was almost plane-
parallel. A multipoint brass plate with a cross section of 28 × 1 mm was placed inside
the nozzle parallel to its walls and was used as a high-voltage electrode. The low-voltage
electrodes were made of a copper foil, placed into quartz tubes (with an inner diameter
of d = 5 mm and a wall thickness of about 2 mm) and mounted near the burner nozzle
edge. The positions of the tubes with respect to the nozzle could be varied. The burner
holder allowed us to vary the nozzle edge height with respect to the optical diagnostic
system with an accuracy of 0.16 mm.
A pulsed voltage generator was designed by the rotating interrupter scheme. The

high voltage pulses were fed through a transmission line made of a 40-m-long RK-50-
24-13 cable. A calibrated back current shunt placed in the break of the braiding of the
feeding coaxial cable at a distance of 20 m from the discharge section was used to control
the parameters of the electric pulses. The amplitude of the incident voltage pulse was
Umax = 12 kV, the pulse duration at a half-height was τ1/2 = 77 ns, the rise time was
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Figure 6.1: Experimental setup scheme.

τinc = 10 ns, and the pulse repetition rate was f = 1.2 kHz. The pulsed voltage polarity
could be varied. The design of the voltage supply also allowed us to apply a dc voltage
of either polarity to the discharge gap. In the experiments, the waveforms of both the
discharge current and voltage were recorded, which allowed us to determine the energy
input in the discharge.
The gas supply system enabled the formation of a premixed propane-butane(volumetric

ratio is 80%/20%)–air mixture in a wide range of equivalence ratios. To determine the
gas-mixture flow rate, a volumetric rate for each mixture component was measured by
flowmeters. Among the macroscopic parameters determining the efficiency with which
the discharge acts on the flame (such as the flame shape, height, etc.), we chose the flame
blow-off velocity, which is directly related to the normal flame propagation velocity and
the rates of chemical reactions in flame.241

The investigations of active particles production was performed by emission spec-
troscopy methods. The recording facility consisted of an FEU-39A photomultiplier (with
a photocathode spectral range of λ = 160–600 nm) and an MDR-12-1 monochromator
(with an operating range of λ = 190–600 nm and a linear dispersion of 2.4 nm/mm).
To measure the absolute emission intensity, the optical system was calibrated using a
standard emission source (a calibrated DDS-30 deuterium arc lamp emitting in the range
190–500 nm).
To determine the time-averaged characteristics of the flame and discharge emission, we

used the regime of signal accumulation (the time constant was varied from 0.1 to 7.0 s).
Thus, at a pulse repetition rate of 1.2 kHz, the emission characteristics were averaged over
102–103 pulses, which enabled both a significant increase in the measurement accuracy
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and the identification of the weak spectral bands and lines. When measuring the intensity
profiles of the active-particle emission along the flame height, we used a slit with a 1-mm-
high diaphragm and a quartz condenser, which enabled us to record the emission only
from the flame region located at a given height.
The signals were recorded with the help of a Tektronix TDS-380 and an S9-8 digital

oscilloscopes (with the 400- and 5-MHz bandwidths, respectively), an LA-70 analog-to-
digital converter (with a sample rate of 100 kHz), and a PC.

6.1.2 Effect of the ionic wind on flame propagation

To determine the influence of the ionic wind on the flame blow-off velocity increase at a
constant electric field (some authors, e.g.,235 report about fourfold increase), we used a
conventional nozzle–ring electrode geometry. A negative dc voltage of up to 7 kV was
applied to the high-voltage electrode located inside the nozzle. The height at which the
ring (with a diameter of d = 32 mm) was located above the nozzle could be varied from
0 to 20 cm. The discharge current was measured with a microammeter. It is known that
the ionic-wind effect increases with increasing current. Studying the dependence of the
flame blow-off velocity on the current allowed us to determine the influence of the ionic
wind on the processes occurring in the flame.
The circuit current depended upon the voltage and ring height above the burner.

Generally, the current varied in the range from tens of microamperes to a few milliamperes
(in the latter case, the energy input to the flame was comparable with the burner power).
The experiments showed that the flame blow-off velocity increased appr. by a factor of 1.3.
However, when the low-voltage electrode (ring) was absent and the discharge current was
nearly zero, the effect also took place and was only slightly weaker than in the case with
a ring (the flame blow-off velocity increased by a factor of 1.25). This can be explained
by the development of both a low-current corona at the nozzle edge and plasmochemical
processes in the adjacent region. Thus, the role of ionic wind in such kind of processes is
worth to be doubted on.
Turning back to the results of,236 which were mentioned above, we can conclude that,

even at moderate (1–2 kV) voltages, it is the corona arising at the sharp nozzle edges
(rather than the ionic wind) that plays a major role in increasing the flame blow-off
velocity. The current value reported in236 ('100 µA) also points to the development of
a corona discharge - it’s known that ionic wind characteristic current is appr. 10 times
smaller.
Nevertheless, the ionic wind can significantly affect slow diffusion flames. In this

case, the discharge current is usually less than 10 µA234 and the change in the flame
propagation regime is mainly related to the redistribution of charges in the flame region
and the transfer of an additional momentum from the electric field to the gas flow. In slow
diffusion flames, such a momentum can be comparable with the momentum of the initial
gas flow and, depending on the polarity of the applied voltage, may either to stabilize the
flame or, on the contrary, to cause the onset of flame oscillations.234
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Flame propagation velocity increase under the excitation of a gas mixture by
a pulsed high-voltage discharge

We have found (see Fig. 6.2) that the action of a barrier discharge on a flame leads to an
increase in the flame propagation velocity.

Figure 6.2: Flame propagation velocity increase depending on barrier discharge power.

The higher the discharge power, the higher the increase. (It should be noted, however,
that, in all the regimes, the discharge power did not exceed 1% of the burner chemical
power.) To find the type of discharge that is most efficient for controlling the flame
propagation velocity in the given geometry, the following four versions of the high-voltage
power supply were examined:

• a 25 kV dc voltage of positive polarity,

• a 25 kV dc voltage of negative polarity,

• a 25 kV pulsed voltage of positive polarity; and

• a 25 kV pulsed voltage of negative polarity.

A comparative analysis of these discharges and their effect on the blow-off velocity is
presented in Fig. 6.3. From the standpoint of increasing the flame propagation velocity,
a positive-polarity pulsed barrier discharge is the most efficient. The higher efficiency
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of this discharge as compared to a negative-polarity barrier discharge stems from the
fact that, at the same pulse voltages, a cathode-directed streamer develops faster and
produces a larger number of active particles than an anode-directed one because of the
different mechanisms for their propagation.40 In the case of a dc discharge, the situation
is opposite. At a negative polarity, the tapered electrode in a hot gas efficiently emits
electrons, which leads to the formation of a dc corona with a high current density near
the points. In the given geometry, a positive dc voltage only slightly affects the flame
propagation velocity.

Figure 6.3: The comparative analysis of different discharges types influence on flame
propagation velocity.

In the case of a positive-polarity pulsed discharge, which is the most efficient from the
standpoint of increasing the flame propagation velocity, the change in the flame blow-off
velocity is shown in Fig. 6.3 for a wider range of the equivalence ratios φ (the ratio of
the fuel percentage in the mixture under study to the fuel percentage in a stoichiometric
mixture). It can be seen that the effect of the discharge is strongest at φ=0.65–0.75. In a
system with a barrier discharge, the increase in the flame propagation velocity is higher
than 100%.
If we increase the discharge frequency, we will obtain further flame blow-off velocity

increase (Figure 6.4). The difference between excited and unexcited gas becomes more and
more significant and for the pulse frequency f = 6000 Hz reaches 5 times for equivalence
ratio of φ = 0.7.
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Figure 6.4: The comparative analysis of different discharge frequencies influence on flame
propagation velocity.

It is possible to obtain the same flame blow-off velocities for different mixture compo-
sition using gas discharge for nonequilibrium excitation of the flow (Figure 6.5). Thus, it
is possible to control the flame stability and burner power using lean mixtures with gas
discharge flame stabilization. On the other hand, the low-frequency DBD practically does
not influence on the flame (Figure 6.6).
To estimate the energy deposited in the fuel mixture, the waveforms of the discharge

voltage and current were monitored with the help of a back-current shunt and a digital
Tektronix TDS-3054 oscilloscope. The energy deposited in one pulse is appr. 8 mJ, which
corresponds to an average power of 9W at a pulse repetition rate of 1200 Hz. This is less
than 1% of the chemical energy released in the combustion of a propane–air mixture. For
50 Hz DBD common Current-Voltage Oscillogram technique was used (Figure 6.7).

Diagnostics of the chemically active components

To determine the intrinsic flame characteristics and to study the kinetics of the active
particles capable of affecting the flame propagation velocity, the investigations of flame
have been carried out using emission spectroscopy methods.139

Figure 6.8 shows the emission spectrum from a barrier discharge in a φ = 1 propane–
air mixture at U = 22 kV and the flame emission spectra from a φ = 0.6 propane–air
mixture without a discharge and with a discharge at U = 22 kV. The lower region (near
the burner edge) of the flame was projected by a quartz condenser onto the spectrograph
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Figure 6.5: The comparative analysis of different discharge frequencies influence on flame
propagation velocity.

slit. The spectra were recorded in the range 200–600 nm with slits providing a spectral
resolution of 1.2 nm.
In the spectra of a barrier discharge, the molecular band of the second positive system

of nitrogen (the transition C3Πu −→ B3Πg) in the wavelength range 290–500 nm is well
pronounced and much less intense γ bands of nitric oxide NO (λ = 220–260 nm), as well
as the band corresponding to the transition 0→ 0 of the first negative system of nitrogen
ion N+

2 (λ = 391.4 nm), are also present. A comparison with
40 shows that the emission

spectrum from a barrier discharge in a stoichiometric propane–air mixture is almost the
same as that from an air discharge.
In the flame emission spectrum, there are molecular bands of CH, C2, NH, CN, and

NO, as well as the 0→ 0 line of the A2Σ+ −→ X2Π electronic transition of OH radical of
the wavelength λ = 306.4 nm. In the presence of a discharge, the spectrum also contains
the 294.5 nm line corresponding to the 3→ 2 vibrational transition. The OH radicals play
an important role in combustion and are a major factor determining both the reaction
rate and the flame propagation velocity.
The emission intensity profiles from C2 (φ = 1, v = 3.75 m/s, λ = 517.8 nm), CH

(φ = 1, v = 3.75 m/s, λ = 431.5 nm), and OH (φ = 1.3, v = 3 m/s, λ = 306.4 nm)
without a discharge and with a barrier discharge at U = 20 kV are shown in Figs. 6.9–
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Figure 6.6: 50 Hz DBD influence on flame propagation velocity.

6.11. When recording these spectra, the slit with a width of 0.5 mm (a spectral resolution
of 1.2 nm) was blinded with a rectangular aperture 1× 1 mm in size. It can be seen that,
in the presence of a barrier discharge, the peaks of the emission intensity from C2 and CH
increase, shift toward the nozzle, and become narrower. This indicates the intensification
of the combustion process and the acceleration of the chemical reactions occurring in the
flame. For the OH radical, besides the above change in the emission profile, applying a
barrier discharge results in the appearance of the second emission maximum located in
the discharge region, which reflects the production of this radical under the action of the
discharge.
Such a behavior of the OH radical confirms once again its great importance for the

flame propagation. Figure 6.12 shows the OH emission intensity versus the height above
the burner edge in the presence of a discharge at φ = 0.6 and different flow rates of the
combustible mixture. It can be seen from this figure that the profile of the OH radical
emission changes as the flow rate increases. For the sake of comparison, the dashed curve
shows a similar dependence for the same value of the parameter φ but without a discharge.
If time (instead of height) is plotted on the abscissa, then the discharge is seen to boost
combustion, thus allowing the mixture to burn in the region where it cannot burn without
a discharge. In fact, the dashed curve corresponds to the boundary of the combustion
zone in the absence of a discharge.
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Figure 6.7: 50 Hz DBD energy measurements.

6.1.3 Excitation of particles in a flame

The emission from the flame zone in which the initial components are heated and decom-
posed, as well as from the region located above this zone, cannot be regarded as being in
thermal equilibrium. Hence, to describe the flame emission spectrum, it is necessary to
know not only the flame temperature and the densities of molecules in the ground state,
but also the possible mechanisms for the excitation of their high-lying electronic states.
In spite of extensive studies, these mechanisms have not yet been thoroughly investigated.
Besides, it is necessary to take into account the quenching of the excited states in colli-
sions with gas molecules. The probability of this quenching depends on both the mixture
composition and the flame temperature. Pronounced spatial variations in the mixture
composition and the flame temperature make such an analysis even more complicated.
Let us consider mechanisms for the production of the main excited radicals and active

particles in a flame.229

1. OH*. The excited OH* radicals are mainly produced in the combustion zone
through the following chemical reaction:

CH + O2 −→ OH∗ + CO (6.4)
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Figure 6.8: Emission spectra: A – barrier discharge in the propane-air mixture, U=22
kV, φ=1; B – premixed propane-air flame, φ=0.6; C – premixed propane-air flame with
barrier discharge, U=22 kV, φ=0.6. Flow velocity is 3 m/s.

In hydrogen-air flames, there are other important mechanisms for the production of
the electronically excited OH* radicals:

H + O −→ OH∗ (6.5)

H + O2 −→ OH∗ +O (6.6)

Besides the above mechanisms, the OH radicals can be excited in the recombination
reaction of two other particles, for example,

OH + OH+ H −→ OH∗ +H2O (6.7)

2. CH*. The mechanism for the production of the excited CH* radicals in a flame
has long been the subject of controversy. A comparison of the CH* emission in the
flames of different gases shows that this radical is produced not due to the direct
decay of an acetylene molecule C2H2, but in alternative reactions. The fact that
the peak of the CH* emission intensity (A2∆ or B2Σ) is generally located in the
flame above the peak of the C2 emission intensity allows to suggest the following
mechanisms for the production of CH* from C2:

229

C2 +OH −→ CO+ CH∗ (6.8)

C2H+O −→ CO+ CH∗ (6.9)

These reactions are highly exothermic and the energy released in them is sufficient
for the production of the A2∆ and B2Σ states of CH*.

254



Figure 6.9: CH emission profile along flame height with and without barrier discharge,
φ=1, λ=431.5.

3. C2*. In most studies, the following reactions are considered to be responsible for
the production of C2*

CH2 + C −→ H2 + C
∗
2 (6.10)

CH + C −→ H+ C∗
2 (6.11)

When a discharge acts on a flame, the main channel for the excitation of the high-lying
electronic states of molecules and radicals is electron-impact excitation. To adequately cal-
culate the rates of these processes in a strongly non-equilibrium low-temperature plasma,
it is necessary to know the EEDF, which is determined by the reduced electric field in a
discharge.

Determination of the reduced electric field in the discharge region

Generally, the electric field distribution in the discharge gap of a barrier discharge is non-
uniform and quite complicated. The reduced electric field can roughly be estimated as
E/N = U/LN , where U is the voltage between the electrodes and L is the gap length.
Under our conditions, such an estimate gives E/N ' 330 Td.
An alternative method for determining the reduced electric field is to measure the ratio

of the emission intensities of the following electronic-vibrational transitions of nitrogen:40

• The transition C3Πu, v = 0 → B3Πg, v
′ = 0 (λ = 337.1 nm) of the second positive

system 2+.
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Figure 6.10: C2 emission profile along flame height with and without barrier discharge,
φ=1, λ=517.8.

• The transition B2Σ+u , v = 0 → X2Σ+g , v
′ = 0 (λ = 391.4 nm) of the first negative

system 1−.

Note that the emitting particles are mainly produced in the streamer head, where
the electric field intensity is higher than that averaged over the gap. The intensity ratio
measured in the present experiment is I337.1/I391.4 = 75/1, which corresponds to a reduced
electric field of 550–600 Td.40 Thus, at an average field in the gap of 330 Td, the electric
field in the region with the most intense production of active particles reaches 600 Td
under our experimental conditions.

Numerical simulations of the flame propagation velocity change under the
discharge influence

To find mechanisms responsible for the influence of a non-equilibrium discharge on the
flame velocity, it is necessary to determine the role of plasmochemical processes in the
discharge and the preflame zone. As was mentioned above, the flame propagation velocity
depends on the rates of chemical reactions in the gas and, especially, in the preflame zone.
Hence, the excitation of reactants can significantly affect the flame propagation velocity.
In this study, we first calculate the production of active particles in the barrier discharge
gap; then, the densities obtained are used as initial conditions for the one- dimensional
task of flame propagation. After applying periodical high-voltage pulses, plasmochemical
reactions in the flame can be divided into three spatially separated stages:
(i) electron-impact excitation of molecules in a barrier discharge,
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Figure 6.11: OH emission profile along flame height with and without barrier discharge,
φ=1.3, λ=306.4.

(ii) kinetics of the excited states in the preflame zone, and
(iii) flame propagation through the pre-excited mixture.
Obviously, these stages can partially overlap. In fact, it is necessary to take into

consideration the level-by-level kinetics in a discharge, the influence of the vibrationally
and electronically excited particles on combustion, and so on.242 However, besides the
difficulties related to the limited computational capability, most of the rate constants are
poorly known. For this reason, the main aim of our study was to develop a qualitative
model capable of explaining mechanisms through which flames can be controlled by non-
equilibrium discharges.

Electron-impact excitation of molecules in a barrier discharge

In the first stage, the particles are excited by electron impact. After applying a '75 ns
high-voltage pulse to the electrode, a streamer starts propagating from the electrode. In
the streamer head, fast electrons with a mean energy of 5–6 eV are generated. In 5–10 ns,
the streamer overlap the discharge gap. Generally, the active particles are produced only
in the streamer head, which is quite small (∼ 0.05 cm for typical voltages of 10–20 kV101).
Below, we will consider the main processes that occur when the gas is excited by electron
impact at electric fields intensity values characteristic of our experiments.

• Elastic collisions of electrons with molecules.
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Figure 6.12: OH emission profile along flame height for different mixture consumptions,
φ=0.6, λ=306.4 nm.

• Vibrational excitation of molecules:

N2(v = 0) +e → N2(v) +e,
O2(v = 0) +e → O2(v) +e,
C3H8(v = 0) +e → C3H8(v) +e.

(6.12)

• Electronic excitation of molecular states:

N2(X
1Σ+g ) +e → N2(A

3Σ+u ) +e,
N2(X

1Σ+g ) +e → N2(B
3Πg) +e,

N2(X
1Σ+g ) +e → N2(C

3Πu) +e,
N2(X

1Σ+g ) +e → N2(singlet state) +e.

(6.13)

O2(X
3Σ−

g ) +e → O2(c
1Σ−

u ) +e,
O2(X

3Σ−
g ) +e → O2(c

3Πg) +e,
O2(X

3Σ−
g ) +e → O2(A

′3Σ+u ) +e,
O2(X

3Σ−
g ) +e → O2(B

3Σ−
u ) +e.

(6.14)

• Molecules dissociation:

N2 +e → O +O+ e,
O2 +e → N +N+ e,
C3H8 +e → C3H7 +H+ e.

(6.15)
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• Molecules ionization:

N2 +e → N+
2 +e+ e,

O2 +e → O+
2 +e+ e,

C3H8 +e → C3H
+
8 +e+ e.

(6.16)

The distribution of the energy of a high-voltage pulse over the above processes in
the range of electric fields of our interest (330–570 Td) was analyzed by solving of the
Boltzmann equation in the two-term approximation. The results of this analysis are
presented in Fig. 6.13. The main fraction of the pulse energy goes to the dissociation and
electronic excitation of molecules (in particular, nitrogen molecules). At higher fields, it is
also goes to the ionization of nitrogen molecules. After the end of the high-voltage pulse,
the electric field intensity in the gap sharply drops, which leads to a rapid decrease in the
electron energy in the channel.

Kinetics of the excited states in the preflame zone

The second stage (which lasts for tens of microseconds) is characterized by intensive
atomic–molecular reactions and the processes involving excited at previous stage particles.
Let us consider most important of these processes.

• Quenching of the electronically excited nitrogen molecules, which mainly proceeds
through the following reactions:71

N2(A
3Σ+u ) +O2 → N2(X

1Σ+g ) + O + O;
N2(B

3Πg) +O2 → N2(X
1Σ+g ) + O + O;

N2(C
3Πu) +O2 → N2(X

1Σ+g ) + O + O;
N2(a

1Πg) +O2 → N2(X
1Σ+g ) + O + O.

(6.17)

• Emission from most of the electronically excited singlet-states of nitrogen:

N2(singlet state)→ N2(X
1Σ+g ) + hν. (6.18)

• Dissociation of oxygen molecule, which can proceed via its electronically excited
states:

O2(el.exc.)→ O(3P) + O(3P); (6.19)

O2(el.exc.)→ O(3P) + O(1D). (6.20)

An oxygen atom in the O(1D) state is produced from the electronically excited state
O2(B

3Σ−
u ) (the excitation energy from the ground state is 8.4 eV), whereas process

(6.19) goes mainly via the excited state A′3Σ+u (with an excitation energy of 6.0
eV), though the states A3∆u and c

1Σ−
u also contribute in this process. The number

of oxygen atoms produced in reaction (6.20) is about three times higher than that
produced in reactions (6.19).47 As a result, about one-half of the produced atoms
are in the O(1D) state.

This explains the fact that, applying a barrier discharge to a flame results in the
appearance of the 294.5-nm vibrational band (the 3→ 2 transition) in the emission
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spectrum of OH radicals in addition to the 306.5-nm vibrational band (the 0 → 0
transition). Since the excited OH radicals are produced in part through the reaction
H2+O

+, the change of the oxygen atomic state from O(3P ) to O(1D) leads to the
excitation of OH radicals into the A2Σ+ state with v > 0.

• Ionization of the mixture components (primarily, molecular nitrogen). At high
reduced electric fields, this processes consumes a significant fraction of the energy
of a high- voltage pulse (see Fig. 6.13).

Figure 6.13: Impulse energy distribution to the processes taking part under the electron
impact action in barrier discharge.

The main ions (namely, N+
2 and O

+
2 ) are converted via the N

+
4 and O

+
4 ions into

molecular oxygen O2 through the following reactions:

– N+
2 to O

+
2 conversion (the typical time is a few nanoseconds):

N+
2 + N2 + M → N+

4 + M,
N+
4 + O2 → O+

2 + N2 + N2,
N+
2 + O2 → O+

2 + N2;
(6.21)

– conversion of O+
2 ion into O

+
4 (tens of nanoseconds):

O+
2 + N2 + M → O+

2 N2 + M,
O+
2 N2 + O2 → O+

4 + N2,
O+
2 + O2 + M → O+

4 + M;
(6.22)
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– recombination of O+
4 ion (a few microseconds):

e + O+
4 → O2 + O2,

O−
2 + O+

4 → O2 + O2 + O2.
(6.23)

• V-T relaxation of vibrationally-excited states of components, which is the main
channel of gas heating.

Thus, during the characteristic gas-dynamic time of flame propagation (a few mil-
liseconds), the electronic and vibrational excitation of the mixture components is either
transferred to the translational degrees of freedom (which leads to the gas heating) or
is spent on dissociation (mainly, of oxygen and hydrocarbons, because their dissociation
energies are fairly low). Hence, the third stage—flame propagation through the excited
mixture—can be treated as the combustion of a new mixture produced at the burner exit
under the action of a barrier discharge (see table 6.1). Based on the distribution of the
pulse energy over the processes of reactant excitation, we calculated the densities of the
molecules, atoms, and radicals produced in the mixture under the action of a high-voltage
pulse.

Without discharge With discharge
Mixture Concentration Concentration Concentration
component (% in the mixture) (% of the mixture) (% of the in-al. comp-t.)

N2 76.8 76.8 100
O2 19.2 19.07 99.33
C3H8 4.0 3.94 98.5
O - 0.13 0.67
C2H5 - 0.03 0.75
CH3 - 0.03 0.75

Table 6.1: Concentrations of mixture components before and after barrier discharge ac-
tion.

It was assumed that, at the given discharge power, active particles are generated within
the time interval equal to the pulse repetition period, in a rectangular volume with the base
area equal to the nozzle area and the height equal to the distance passed by the gas during
the pulse repetition period. A streamers flash starting from the high-voltage electrode is
three-dimensional and occupies a finite gas volume (a few millimeters in height). At a
high repetition rate of the high-voltage pulses, the discharge quasi-continuously excites
the gas flow, which passes a distance of about 1 mm during the pulse repetition period.
It is seen that the concentration of atomic oxygen in the discharge region can be fairly

high ([O]/[O2] = 0.7%), which leads to a substantial acceleration of combustion by a
barrier discharge.

Flame propagation through the pre-excited mixture

One-dimensional simulations of the combustion and propagation of a premixed propane–
air flame was performed using the Premix Chemkin-II package. Besides the chemical
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reaction kinetics, the code also incorporates the diffusion of the mixture components,
thermodiffusion, and heat transfer. The Konnov243 kinetic scheme was used.
The programm allows us to change the initial temperature, initial mixture composition

and the distance between burner edge and combustion zone. The results of simulations
are presented in Figs. 6.14–6.16.

Figure 6.14: Calculated OH concentration profile along flame height for different initial
oxygen concentration.

Figure 6.14 shows the variations in the height profile of the OH radical density. It can
be seen that, as the initial density of oxygen atoms increases, the flame front (the region
where the main reactions occur and heat is primarily released) narrows, which means that
the combustion rate increases. The simulation results show that the main reactions that
substantially affect the combustion rate are the following:

H + O2 → OH + O;
CO + OH → CO2 + H;
H2 + OH → H2O + H.

(6.24)

Atomic oxygen produced in the discharge zone near the nozzle edge participates in
chain branching reactions. At low temperatures, the rate at which chain reactions are
broken exceeds the formation rate of new chains and the initial O concentration is insuffi-
cient to ignite the mixture and sustain combustion. Hence, the efficiency of the discharge
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Figure 6.15: Calculated temperature profile along flame height for different initial oxygen
concentration.

energy utilization is primarily determined by the temperature growth related to the heat
flux from the region where the chemical energy released. The radicals created in the
preheated flow give rise to significantly longer chains, which leads to an increase in the
energy released in a single act of oxygen dissociation in the discharge. Thus, applying a
discharge to the adjacent to the flame front region significantly increases the efficiency
with which the flame can be controlled.
As the atomic oxygen concentration is increased above the critical value (0.12%), the

flame propagation velocity predicted by the model tends to infinity. This result can be
interpreted as the self-ignition of the mixture due to the development of chain reactions
at the temperature equal to the gas temperature in the discharge zone. In this case,
the flame propagation velocity formally becomes infinitely large, so that combustion is
sustained at any outflow velocity of the mixture. However, to provide such a regime, it is
necessary to keep the atomic oxygen concentration in the pre-flame zone at an overcritical
level. As the flow velocity increases, the power of the discharge, in which atomic oxygen is
produced, should also increase. In real experiments (where the generator power is finite),
when the atomic oxygen concentration exceeds the critical value, the increase in the flame
propagation velocity leads to a decrease in the concentrations of the active components;
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Figure 6.16: Calculated flame velocity profile along flame height for different initial oxygen
concentration.

as a result, the flame propagation velocity stabilizes at a new (higher) level.
The concentration profiles of other active particles (O, CH, and others) behave sim-

ilarly to the OH concentration profile. Figures 6.15–6.16 show the profiles of the tem-
perature and velocity along the flame. The increase in the flame propagation velocity
depends on the discharge power (the concentration of atomic oxygen); at a subcritical
concentration of atomic oxygen ( 0.1%), it is about 20%.
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6.2 Control of plasma-enhanced combustion using op-

tical diagnostics

6.2.1 Role of a nanosecond pulse duration in combustion en-
hancement

Detailed description of the setup you can find in the previous section. We analyzed
the efficiency of nanosecond discharge in plasma–enhanced combustion using different
modifications of the burner. Three different quartz nozzles with rectangular cross–section,
with 2.2, 2.5 and 4.3 mm in width and the same length of 30 mm, were used. Stainless
steel 0.8 mm thick high-voltage electrode was placed inside the nozzle and the grounded
electrodes were set tightly into quartz tubes and placed near the nozzle edges, parallel
to them. To fix the point of streamer’s start and the number of streamers as well, the
high-voltage electrode has a number of pins on its upper edge. Three electrodes were used
— with 8, 15 or 28 pins, so the number of streamers could be 16, 30 or 56 respectively.
The nozzle and images of discharge and flame are presented in Fig. 6.17. On the left
hand side a photo of discharge with flame in propane–air gas flow is represented. The
flame blow–off point is clearly seen. On the right hand side nanosecond discharge without
flame is represented. To measure the combustion rate increase, an emission spectroscopic
system was used as well as flowmeters.
For investigation of bunch of parallel streamers and their interaction and influence

on each other we used installation shown in fig. 6.18. To change amount of streamers,
we changed the amount of initiating pins on electrode. The low-voltage electrode was
protected by the dielectric barrier from quartz and frequency of following impulses was 1
kHz. Experiment were carried out in ambient air.

Figure 6.17: General view of the flame and discharge.

For the present work we used three different types of nanosecond pulses: with FWHM
7, 19 and 24 ns. The voltage on the discharge gap could be 14 kV or 22 kV, pulse polarity
was positive. Pulse repetition rate could be varied within the range of 400-1000 Hz.
For determining of spatial and temporal characteristics of a streamer the PicoStar HR12
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Figure 6.18: Set-up for investigations of bunch of streamers. Scheme of the electrodes.

camera (LaVision) with a spectral range of sensitivity 300–700 nm and time resolution
up to 200 ps was used. Photos of streamer discharge were received in two modes of
operation of the high-speed camera: integral and stroboscopic mode. When working in
integral mode the amplifier of the high-speed camera was switching on simultaneously
with coming of high-voltage pulse on electrode. Time of exposure was 50 ns and was
longer than the duration of a high-voltage impulse. For working in stroboscopic mode,
on the amplifier of the camera a triggering sine signal is set with frequency of 300 MHz,
time of exposure of the camera’s amplifier is set by the program and in our experiments
it was 300 ps.
It was shown in,175 that in processes of combustion acceleration and flame velocity

increase the main role is played by active particles (such as O, H, OH), which are respon-
sible for chain branching. These results are confirmed by experimental data. In particular,
additional OH* production (in A2Σ – state) under discharge influence in methane–air and
propane–air premixed flames was observed. The similarity of the results is the evidence
of likeness between mechanisms of flame acceleration. This result is confirmed by numer-
ical simulation as well. Combustion intensification shows itself in an emission peak shift
and narrowing of area of growth of OH* concentration. The results for temperature –
both experimental and calculated – was obtained and in a good agreement as well. Using
spectroscopic data, we also can conclude that flame blow-off velocity increase is closely
connected with combustion rate increase.
The formation of secondary OH* peak in the discharge zone corresponds with the

statement that place where the active particles are put is important. It’s useless to
produce radicals in the reaction zone, where temperature is high enough and radical
production in discharge is negligible with that one in chain reactions. On the other hand,
if radicals are produced before reaction zone at a large distance, they probably recombine
and just heat the gas for a few decades of K. So, an optimal place exists, where radical
production is most effective in terms of flame blow-off increase.
A number of experiments were made to prove the correctness of the model of flame

acceleration and kinetic scheme, suggested in the previous work.175 It’s worth to re-
mind that, according to,175 the main role is played by radicals, which appears under the
non-equilibrium nanosecond discharge action. That’s why it’s very important to make
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Figure 6.20: OH* and N2* profile along the HaB in methane-air flame

spectroscopic investigation of the flame itself and the flame under discharge action. In,175

the profile of OH radical along the height above burner in propane-air flame was presented.
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That result was based on the non-resolved spectrum (OH(A2Σ, v′ = 0 → X2Π, v′′ = 0))
at 306.4 nm with quite a large apparatus function of monochromator (2.4 nm). This
caused a question, is the first peak of the typical ”two-humped” spectrum connected with
N2 production in the discharge (second positive system of nitrogen C3Πu → B3Πg has
intense lines on the wavelengths of 315.9 nm (1→0), 313.6 nm (2→1) and 311.6 (3→2))?
In the present work, using CCD-line with signal accumulation mode, it became possible
to obtain rotationally resolved spectrum of OH radical in methane-air flame. The spectra
of OH* for two different heights (0 mm and 6 mm) above the burner are presented in
fig.6.19. It’s distinctly seen that in the region below 310-312 nm we can use any rotational
line of OH* spectrum to build the dependence between OH* emission and height above
burner (HaB). The result is presented in fig.6.20, and this figure confirms the previously
obtained one for propane-air mixture as well as the importance of OH radical in flame
and the similarity of kinetic processes, which lead to flame blow-off velocity increase, for
the vast majority of premixed hydrocarbon-air flames. The results for methane-air flame
blow-off velocity increase (fig.6.21) are in agreement with this theory.
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Figure 6.21: Methane-air flame blow-off velocity increase

Using OH rotationally resolved spectra, the rotational temperature was calculated.
We used the ratio of R1(9) (λ=306.3565 nm) line and Q1(4) (λ=308.3278 nm) line. In
the case of equilibrium flame, the rotational temperature, obtained in a such way, is close
to the translational temperature (the radiative time of living of A2Σ level is 690 ns, and
the typical time between particles collisions is about 30 ns, so the Boltzmann distribution
of particles at rotational levels occurs before radiation). Experimental OH rotational
temperature profiles along the height above burner in methane-air flame are presented in
fig.6.22
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The comparison of experimental profile with calculated one shows a good data agree-
ment (compare with fig.6.15). The theoretical model is based on changing in initial
mixture composition under the discharge action.
It worth mention that geometry of burner and discharge cell are of great importance.

Electrodes, if placed near the burner, serve as additional stabilizers and allow to increase
blow-off velocity even without discharge. The way of influence in this case is changes in
flow pattern and heat-removing processes. Another mechanism for flame stabilizing is
creation of zones with near-zero flow rate, where ignition occurs, and than flame moves
upward the stream.
So, there are two types of discharge application in combustion tasks. The first is to

ignite mixture in areas with low flow speed with combustion rate remaining constant,
i.e., by heating, as in,176 and the second is to increase combustion rate by uniform treat-
ment of mixture in the discharge. We think that the second way is more perspective
and that’s why one should use relative flame velocity increase as the main parameter of
discharge effectiveness, instead of absolute values of flow speed. We should compare the
discharge power to relative burner power increase, taking into account that completeness
of combustion could change.
Our results show that flame propagation velocity can be increased more than twice,

depending on the way we organize discharge as well as discharge parameters (duration,
pulse repetition rate, voltage etc) with energy input less then 0.5 % of the burner power.
To verify the statement that our discharge doesn’t heat the gas, we performed spectro-
scopic investigations and found that the widening of the lines of emission of molecular
nitrogen corresponds to the additional heating about a few decades of K. Moreover, a
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number of experiments with different high voltage electrodes – with 8 and 15 pins – has
been done. Estimates show that the local overheating is greater for the case of 8 pins (16
streamers develop from the electrode), while the intensification ratio (we determine it as
a blow–off rates ratio with and without discharge) is significantly greater in the case of
15 pins (that is in the case of 30 streamers). This fact is illustrated by Fig. 6.23.
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Figure 6.23: Intensification ratio for different number in pins at a high–voltage electrode
and for different voltage amplitude.

Different pulse durations were investigated. It was found that with effect of flame
blow-off velocity increase is significantly greater for the pulse length of 19 ns than for
7 ns (Fig. 6.24), and corresponds to energy input. But further pulse length increase
results in shifting of the main zone of energy release out of the flow gap, so discharge
doesn’t influence on the mixture any more, concentrating near dielectric barrier. The
investigation of discharge frequency influence on flame blow-off velocity showed that with
frequency growth the effect significantly increases (Fig. 6.4) - we can sustain combustion
with the same burner power using lean mixtures. Based on this result a conclusion could
be drawn that with ER (equivalence ratio) reducing it’s necessary to input larger amount
of discharge energy to provide the same burner chemical power.
So, the effect of blow–off increase is explained by active particles production. The

larger the number of active particles, up to some limit, the greater blow–off rate increase.
To determine optimal discharge parameters, which give us maximum efficiency of radical
production at minimum energy input, streamers development and their interaction were
investigated. It was found that two different regimes of streamer propagation exist. When
we use term “streamer”, we mean a self–sustained cold discharge, with ion temperature
close to room temperature. We want to underline this fact to exclude the hypothesis
about thermal effect of the discharge. Using of barrier discharge allows to translate this
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Figure 6.24: a) Intensification ratio for different number in pins at a high–voltage electrode
and for different voltage amplitude; b) Intensification ratio for different high–voltage pulse
duration.

technique of flame acceleration to the higher pressures. When the discharge gap is small
enough, the reduced electric filed exceeds breakdown field in the air both in the streamer
head and in the channel, so active particles are produced inside the gap. At larger
distances the main active particles production takes place only in the streamer head, so
the effectiveness does not depend on the pulse duration. So, an optimal gap exists, where
active particles production is maximal. This gap is depended on applied voltage. When
gap is long enough, the streamer couldn’t propagate and only a corona develops near the
pin, so the larger part of the gap is not treated by the discharge. On the contrary, at
short gaps val-ues of reduced electric field exceed optimal.
The comparison of cathode–directed streamer and anode–directed streamer showed

that the emission from the cathode–directed one is more intensive (see Fig. 6.25). It is
known that the emission intensity is proportional to the density of excited species. This
fact explains and confirms results obtained earlier in,175 where flame blow-off increase
was compared for both cases and it was found that the effect is greater for positive
(cathode–directed) streamer. It’s also seen quite well that anode-directed streamer doesn’t
branching. Starting from a certain number of pins, the number of streamer stops to grow
and become fixed. So, streamers if situated near each other, strongly interfere. More
detailed investigation of streamer properties and other results by this topic you can find
in.244

An additional proof to the suggested theory and model of radical influence lies in
the results of experiments with Ar/O2/C3H8 mixture. According to this theory,175 the
main channel of active particles production (O, H, OH) in nitrogen/oxygen mixture is the
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a) c)

b) d)

Figure 6.25: Images of streamers in the discharge gap. a — cathode–directed streamer,
28 pins, b – cathode–directed streamer, 8 pins, c — anode–directed streamer, 28 pins, d–
anode–directed streamer, 8 pins.

following:

• Nitrogen excitation by electronic impact, with production of electronically-excited
molecules.

• Kinetic of excited states, primarily quenching of excited nitrogen on oxygen molecules
with atomic oxygen formation.

• Combustion of a new mixture with highly non-equilibrium radicals concentration
and production of new radicals (OH).

So, in experiment we have changed the nitrogen in the mixture to argon in order to re-
move main channel of active particles formation and decelerate flame in comparison with
N2/O2/C3H8 mixture. Indeed, the results of experiments showed that the phenomenon
in argon mixture is much weaker. This is an evidence for our flame acceleration model.
Thus, the study of nanosecond barrier discharge influence on flame propagation and

flame blow–off velocity was carried out. The following conclusions could be made: With
energy input negligible in comparison with burner’s chemical power, a double propane-air
flame blow-off velocity increase was obtained. It was shown experimentally that results
for methane-air flame are similar with propane-air one. The acceleration mechanisms
are similar in both cases. Besides proper form of energy input, proper organization of
discharge is of great importance. It was found that the effective-ness of plasma-assisted
combustion depends on type of discharge, pulse duration, pulse repetition rate and other
parameters, which are responsible for active particles production. Development of the
streamer in different regimes was studied, optimal regimes were found. It was found that
active particles (O and OH primarily), which are produced under the discharge action,
play the most significant role in the effect of combustion acceleration. The model of flame
acceleration, based on nitrogen quenching on oxygen molecules, with production of O
and OH radicals, was con-firmed by spectroscopic investigations and experiments with
Ar/O2/C3H8 mixture, where discharge influence is small because of the excluding of the
main mechanism of active particles production — oxygen dissociation by excited nitrogen
quenching.
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6.3 Kinetic mechanisms of plasma-assisted combus-

tion

The problem of finding mechanisms in the task of plasma-assisted combustion takes on
special significance. The main idea of PAC studying is comparison of efficiency of different
types of plasma for flame stabilization (especially lean mixtures at high velocities), lean
mixtures combustion at low temperatures for NOx amount reduction etc. Practically in
all the papers on this subject (see, for example, review245) such effects are achieved by
active particles generation in plasma - by heating or in plasmochemical transformations.
Now it’s become obvious that for effective flame and combustion control it’s necessary to
understand mechanisms of plasma influence and the parameters range (pressures, initial
temperatures) at which such mechanisms are most effective.
At present time several main mechanisms are suggested: rapid gas heating in the

discharge, “active particles” production (O,H,CH3) and “ion chains”. Depending on that
fact, which of these mechanisms is the main for specific task, we should choose the proper
type of gas discharge. If the thermal heating is more effective, it worth using equilibrium
plasma of arc and spark discharges with relatively low reduced electrical fields.
For example, this mechanism was realized in the paper.176 In this work gas flow

ignition was performed by nanosecond spark discharge in a recirculation zone. The main
disadvantage of such technique is the existence of region with zero flow velocity and the
fact that the flame propagation velocity from the small discharge channel toward unburned
mixture remains the same in comparison with the system without discharge.
On the other hand, non-equilibrium influence with production of electronically-excited

states of molecules (N2,O2) instead of direct gas heating has higher energy effectiveness,
as was shown by calculations. The reason for this is initiation of chain reactions at low
temperatures with additional energy release in chemical transformations. In this case, we
should use barrier or streamer type of discharge with high reduced fields.
So, for effective flame and combustion control it is necessary to know which mechanism

at certain conditions is dominant. Such knowledge will allow to predict optimal discharge
type and parameters of burner. The problem of mechanism determining becomes even
more complicated because of complex discharge action. At first, on discharge stage,
“excited particles” are produced under electronical impact action - electronically and
vibrationally excited molecules, ionized molecules, products of dissociation. Then these
particles are transformed into more stable particles in ground states – typical times for
these processes is approximately 100-500 ns. At last, these new particles – we suggest
that they are O,H,CH3 and other radicals – participate in chain reactions with typical
times 1 µs (for 1000K, for 300K the typical time is 70 µs).
Along with these plasmochemical transformations with new particles production gas

heating occurs in processes of vibrational and electronical relaxation, with typical times
which are depend strongly on the initial temperature (from 1 µs at high temperatures –
1000K – to tens of milliseconds and room temperature). Such heating could be high not
only in the case of an arc or spark discharge, where heating proceeds very fast in discharge
channel during the tens of nanosecond, but even in the case of barrier discharge, for
example, at high discharge frequencies. Such heating could be important when studying
the mechanism of flame control and combustion acceleration.
To study the role of radicals in plasma-assisted combustion with nanosecond barrier
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discharge experimental temporally resolved measurements of OH radical by LIF technique
and temperature measurements by N2 rotationally-resolved spectrum were performed in
fuel-air gas flows. Calculations of chemical kinetics were performed, the results have
confirmed that the main role in flame acceleration is played by radicals which are produced
in discharge.

6.3.1 Temperature measurements

To determine the mechanism which is responsible for flame stabilization in our conditions
(in previous reports we have written about significant increase in flame blow-off velocity
for this type of the burner) we performed measurements of gas flows (air and propane-air)
temperatures in the barrier discharge. As it was mentioned above, two main reasons exist:
the first is thermal heating (or local overheating), and the second is direct production of
excited particles in the discharge. To determine the possible value of gas overheating in
our burner temperature measurements of gas flow through pulsed nanosecond discharge
plasma.
The investigations were made for pulses of positive polarity (it provides greater effect),

FWHM (full width at half magnitude) is 12 ns, pulse amplitude 7-12 kV, pulse repetition
rate 1-10 kHz. The energy input into the flow was approximately 0.5 mJ per pulse. We
used propane-air mixture with equivalence ratios 0.6-1.4, the flow velocity was 5 m/s.
Spectroscopic diagnostic was performed using the CCD-array and monochromator. The
discharge image was built on the input slit of monochromator with linear dispersion of
0.96 nm/mm, the slit width was 30 mkm. The parameters of CCD-array are following:
pixel dimensions of 8x200 mkm, the number of elements is 3648, total array spectral
length is 28 nm (30 mm real length).
The measurements were performed using rotationally-resolved 0-0 band of 2nd positive

emission system of nitrogen molecule. In fig.6.26 the correspondence between experimen-
tal and calculated spectrum for T=400K is shown. The error of temperature determining
is approximately 5K. Systematic error, which is due to uncertainties in spectroscopic sys-
tem parameters as well as to the selection of the range of rotational numbers J , is greater
and is near 20K, but such error provides only common shift for all experimental points.
The temperature measurements of air flow in pulse discharge have showed that at

frequency 1 kHz (in this working regime the effect of flame blow-off acceleration is notice-
able) the air is heated up to the 400-450 K, and the heating grows with further increase
of frequency. Such additional heating is insufficient for propane-air mixture inflamma-
tion (the temperature of self-ignition is near 800K). Also the thesis about small heating
is confirmed by the fact that even at low flow velocities (2 m/s) and at high discharge
frequency the mixture ignition doesn’t happen. These facts are illustrated with figures
6.27-6.28.
But the value of 100K of air heating exceed significantly theoretical prediction of

temperature in the discharge channel. Estimation was performed basing on value of
energy input into the mixture (which, in turn, was calculated with the aid of oscillograms
of incident and reflected pulses and was find to be equal to 0.3-0.5 mJ/pulse for 10
kV amplitude). For streamer diameter value of 0.5 mm (see our previous reports) the
heating should be approximately 10K. The reason for such difference from experimental
value is the following: when dealing with low frequencies (1-2 kHz) it’s necessary to
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Figure 6.26: Experimental (1) and calculated (2) spectra for 2+ nitrogen system, 0-0
vibrational transition. T=400K.

Figure 6.27: Air flow heating for different discharge frequencies.
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Figure 6.28: Air flow heating for different flow velocities.

accumulate discharge emission during 60-120 sec for precise temperature measurements.
This time is enough for quartz tubes to be heated up to 100 K (quartz has very low thermal
conductivity and the flow velocity near quartz tubes is near to zero). Fig.6.29, where
temporal dynamics of flow temperature is presented, is the evidence for this explanation.
Another way to show this is to analyze fig.6.27. It’s distinctly seen that, if we linearly
approximate points, the heating at 10 kHz frequency is 10 times higher than in the case
of 1 kHz frequency and corresponds to 12K heating per pulse (flow velocity is 5 m/s).
The same measurements were performed for propane/air mixture of stoichiometric

composition. Because the amount of propane in the mixture is quite small (4% at ER=1)
as well as flow velocity increase, the experiments were performed in the following way.
At first, air flow temperature was measured, then propane was added to the mixture and
the measurements were repeated. Energy input was controlled by oscilloscope, and it was
found that, despite of significant changes in N2 second positive system emission intensity
(it was much weaker with propane), the energy input was practically the same in both
cases.
Temperature measurements have showed that gas heating in propane-air mixture is

stronger than in the pure air. The additional (in comparison with air) heating grows
with pulse repetition rate and pulse amplitude increase (fig.6.30,6.31). The value of such
additional heating as great as the half of air flow heating. Also a tendency of additional
heating increase with the growth of energy input is observed.
Now we’ll try to explain the reason for additional heating in propane-air mixture. It’s

seems that in propane-air mixture additional energy release takes place (the discharge
energy input is the same, and, according to the thermodynamical data, the gas heating
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Figure 6.29: Temporal dynamic of gas flow temperature in dependence on time gap from
discharge start.

Figure 6.30: Comparison of air flow and propane-air flow (ER=1) heating for different
pulse amplitudes.
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Figure 6.31: Comparison of air flow and propane-air flow (ER=1) heating for different
pulse repetition rates.

should be higher in pure air - because of lower thermal capacity and flow velocity). It’s
quite logical to suggest that additional energy release occurs in chain reactions. But the
results of calculations (which were performed in CHEMKIN package using GRI-Mech2.1
scheme) have showed that such additional heating even at initial temperature 500 K is
very low and corresponds to 1-2 K at typical time 1 sec, which is much greater than typical
time of our task – 1 ms (flow velocity 5 m/s, discharge zone 5 mm). Experiments with
preheated mixture were performed in flow reactor, it was found, that such effect cannot
be explained in terms of “thermal” initiation of chain reactions.
That’s why we suggest mechanism based on O radical production in the discharge.

In175 it was shown that concentration of atomic oxygen could reach 1% after the discharge.
We performed calculations using GRI-Mech 2.1 scheme for methane, and results have
showed that in this case additional heating of the gas mixture in chains reaction is only
10 K greater than in the pure air. This result means that at large timescales and low
temperatures there’s no matter how to input energy into the mixture: into direct thermal
heating or into atomic oxygen production.
But it’s important to notice that in mixtures with fuel mechanism of O atoms recom-

bination greatly differs from that one in mixture without fuel. In the pure air the main
mechanisms of recombination are collisions with O2 with ozone formation (at low temper-
atures up to 400 K) and direct recombination in reaction O+O+M→O2+M. Typical time
of these reaction is rather high (near 1 ms). On the other side, in fuel-air mixtures recom-
bination proceeds via chain reactions with OH formation. Typical times of these reaction
is significantly smaller, and they’re reduced with temperature increase. The comparison
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of temporal dynamic of temperature in both cases - with and without methane – is pre-
sented in fig.6.32. The situation differs for propane-containing mixtures (calculations were
performed using the kinetic scheme suggested in.246 In this case the additional heating in
chains reaction is significantly higher then for the methane-containing mixtures.
Fig.6.33 demonstrates the maximum of OH production in time versus initial mixture

temperature: it’s seen that with temperature increase reactions go faster and maximum
of OH production reaches 1 µs. This calculations were performed for the atomic oxygen
in 3P state. But in experiments the O atoms could be produced in 1D state as well, and
the amount of such excited atoms could be higher than concentration of 3P states (oxygen
dissociation proceeds via excited nitrogen states with high term energy). On the same
figure the data for O(1D) is presented as well, the typical rates of OH formation in this
case higher.
So it’s very important to take into account such excited oxygen atoms. In fig.6.34 cal-

culations for propane-air mixture are presented. One can see that accounting of 1D states
gives higher temperature increase and provide better correspondence with experimental
data. The role of atomic hydrogen is negligeble because the largest part of discharge
energy goes to oxygen dissociation instead of propane dissociation because the oxygen
concentration is 5 times higher. The comparison of experimental data and calculations
with O1D for gas mixture heating in the air flow in the propane-air mixture is presented
in fig.6.35.
Similar results for additional heating in fuel-containing mixtures at low pressures (hun-

dreds of torrs) were obtained in,161 where additional heating in fuel-containing mixtures
was equal to hundreds K. But it seems that such great value was obtained due to addi-
tional heating of initial mixture by heat transfer from the flame zone.
Thus we can conclude that additional heating in fuel-air mixtures occurs due to rad-

icals production in the discharge. The main reasons for the temperature growth are the
following. The first is additional energy release in chain reactions, and this effect is im-
portant at high temperatures (near the temperature of self-ignition). The second, which
is more important at lower temperatures, is the difference in mechanisms of O atoms re-
combination in air and fuel-air mixture: recombination in air proceeds via O-O and O-O2

collisions, while in fuel-containing mixtures recombination goes with OH radical formation
- this process is much more faster. Because the residual time of mixture portion in the
discharge zone is limited with flow velocity (near 1 ms), such energy release acceleration
is very important in kinetic processes.

6.3.2 LIF diagnostic of OH radical in plasma-assisted flame

To prove the mechanism suggested above we performed measurements of OH radical
using LIF technique. Experiments were performed in flames, where it’s worth to expect
formation of secondary OH peak.
For LIF diagnostics an optical system was assembled and adjusted. A pulsed Nd:YAG

laser (Quantel) doubled at 530 nm with 1, 5 or 10 Hz repetition rate was used to pump
a dye laser (Quantel, TDL 50). Solution of rhodamine 6G in ethanol was used to obtain
laser radiation at 564 nm. This radiation was doubled in frequency using BBO crys-
tal. Cylindrical lenses to transform laser beam into laser knife, picosecond ICCD-camera
“La Vision Picostar HR 12” with interference filter and spectrograph with CCD-line for
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emission wavelength control. Nanosecond synchronization between laser and camera was
performed using pulse generator G5-54. Experimental setup is represented in Fig. 6.36.
The laser pulse energy was 0.2 mJ at the wavelength 282.96 nm (which is corresponds

to Q1(6) line of X2Π (v=0) −→ A2Σ (v=1) OH transition), laser pulse duration was 12
ns, laser jitter was 15 ns. Using CCD-line emission flame spectra was measured with 0.07
nm resolution. The spectrum of laser scattered radiation was used to control the excited
line Q1(6), an example of the adjustment is represented in Fig. 6.37. The ICCD camera
exposure was equal to 40 ns and was synchronized with laser. The height of laser knife
was 4 cm, the width was 1 mm. The spatial resolution of our system was 0.12 mm, the
accuracy of experiment better than 5%. We observe fluorescence perpendicular to the
laser radiation through the quartz lens and interference filter (with maximum at 313.5
nm, FWHM 1.8 nm). For OH temporal behavior between voltage pulses we used system
of external launching of laser by one of the intermediate outputs of high-voltage generator.
This allowed us to perform LIF-measurements with synchronization with discharge up to
10 µs.
We used two regimes of OH control in nanosecond discharge: non–synchronized, when

the discharge operates at 1 kHz frequency and laser starts at 10 Hz synchronously with
ICCD–camera, but at any point of the discharge or its afterglow. This means that we
obtain some average picture of additional OH production due to the discharge. In a
second regime the synchronization of the discharge and PLIF imaging was organized with
the help of special delay system. We observed significant enhancement of OH production
in early afterglow of the discharge, and OH decay between high-voltage pulses.
We controlled separately background from a laser without flame and discharge (it

was zero in all investigated regimes), emission from flame without discharge, LIF image
of flame without discharge, LIF of flame under the discharge and emission at the same
regime. It was possible to extract different images from each other. We accumulated the
signal during 90 s at laser repetitive frequency of 10 s. Fig. 6.38 represents results of
non–synchronized LIF imaging of OH in the flame and in discharge + flame (discharge
emission is extracted). Gate of CCD-camera during the experiment was equal to 30 ns.
We were able to extract region of additional OH production by the discharge.
Using these experimental results we proved that there is a zone of additional OH

production in the discharge (it is designated as “area 1” in the Fig. 6.39) and that the
combustion under the discharge is more intensive (the emission drops faster — see “area
2” in the figure).
Fig. 6.40 gives an impression about OH (ground state) distribution in a regime when

flame does not exist without the discharge. The most typical feature of this regime is the
presence of bright spot with high OH density above the discharge zone. Thus, we were
able to obtain planar LIF images of OH distribution in a ground state in the process of
combustion assisted by plasma of nanosecond discharge. These results are very important
for analysis of kinetics of plasma-assisted combustion.
The comparison of OH and OH* profiles (fig.6.41 along the flame height have showed

that in flame without discharge the intensity maximum of OH* is situated closer to the
burner than the intensity maximum of OH. Probably, this occurs because of different
kinetic mechanisms of OH and OH* formation. In particular, excited OH can transform
to OH in ground state, for example, in processes of collisional quenching, while the direct
(non-chemical) excitation mechanism of OH in flame is absent. We compared emission
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Figure 6.36: Scheme of experimental setup for planar laser–induced fluorescence measure-
ments of OH distribution in flame and discharge.

intensity with and without discharge. It was found that when discharge is on the intensity
maximum both for OH and OH* move toward the nozzle (fig.6.41). The largest shift of
LIF-signal profile maximum was 5 mm (the distance between flame and nozzle was 15
mm). The flame regimes with flow velocities beyond blow-off limit (without discharge)
were investigated, and it was found that presence of discharge results in formation of
flame region with increased OH concentration near the unburned mixture . An analysis
of intensity profiles have showed that data obtained using LIF-diagnostics are in agree-
ment with emission spectroscopy data. Profile of concentration of OH in flame becomes
narrower under the action of the discharge and moves toward the unburned mixture. This
is the evidence of combustion acceleration. The OH concentration growth rate in flame
front is increased too. It’s seen that OH concentration grows near the burner nozzle in
comparison with that one without discharge.
Then we have built the synchronization system which allowed to perform measure-

ments with 10 µs accuracy. With this system measurements were made for stable flame
(with flow velocity lower than flame blow-off velocity without discharge). Unfortunately,
no significant effect was found, just the difference between flame with discharge and flame
without discharge.
Then we remembered that earlier175 we have obtained the profiles of excited OH for

different flow velocities (see fig.6.12). This graph demonstrates that the behavior of
OH(A) depend strongly on gas flow velocity. It’s distinctly seen that the typical two-
humped picture appears only at high velocities, for example, beyond the blow-off limit.
The first peak corresponds to OH production in the discharge, and the second corresponds
to OH formation in combustion processes.
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So, to provide spatial resolution of theses two peaks, the experiment was performed
with LIF measurements beyond the blow-off limit (flame cannot exist without discharge,
but discharge cannot ignite this mixture). The results of these experiments are presented
in fig.6.42. It’s seen very well that near the burner nozzle formation of OH proceeds,
similar to that one for OH(A). OH maximum corresponds to 1 µs, this result coincide
with calculations for OH dynamics which were performed above. Because of low temporal
resolution we were unable to see OH formation at nanosecond time scale, but OH reduction
is seen very good. OH dynamics and front wideness are presented in fig.6.43-fig.6.44. The
changes in the front sharpness corresponds to flame “blow-off” - and only a new portion
of O atoms, which are produced in a new pulse, tends the flame to return to the nozzle.
These results confirmed the theory about radical mechanism of flame stabilization by

nanosecond barrier discharge.

6.3.3 LIF diagnostic of OH radical in streamer discharge and its
afterglow

Now, when the role of active species is proved experimentally for PAC, it’s necessary
to build a kinetic scheme which allow to describe quantitatively processes of particles
excitation in the discharge, kinetic of excited states and combustion kinetics within the
time range 1ns–100mks. At present moment we are able to calculate the discharge stage
with particles vibrational and electronical excitation and ionization for known reduced
electrical field and kinetic stage at temperatures higher than ignition threshold, where
reaction constants are known rather good.
The main problem is to perform quantitative calculations for the stage where excited

states reacts at temperatures between 300-800K. This parameters range is extremely
important for the task of plasma radical assisted ignition combustion because it’s necessary
to understand, how is the radical mechanism works: by heating in recombination or
by heat release in chemical reactions. We have showed earlier that both mechanisms
are important depending on the certain experiment parameters, but there were a lack
of kinetic data to determine the relative effectiveness of these mechanisms precisely for
different cases. At present moment there is no kinetic scheme which is capable to describe
current experimental results of different groups of researches in this parameters region,
especially for atmospheric and evaluated pressures, where discharge propagates in spatially
and temporally non-uniform form. That’s why we began experiments directed to obtain
kinetic data of excited states reactions constants and radicals production and to build a
kinetic scheme of processes in this parameters and time ranges.
To perform measurements a new setup was constructed. In the center of a circular

ceramic nozzle with 5 cm in diameter a stainless steel needle was placed, which was one
of the electrodes. The second electrode was placed into the quartz tube with one end
soldered, so dielectric barrier discharge took place in this configuration. Typical distance
between electrodes was 5 mm.
The methane-air mixture was supplied through the nozzle with the velocity 1 m/s.

The preheating system allowed to change the gas mixture temperature within the range
300–800 K. The scheme of setup is presented in fig. 6.45. Measurements of dynamics of
discharge development with nanosecond resolution were performed using ICCD camera
synchronized with discharge of 5 Hz frequency and 20 kV amplitude, pulse length is 50 ns.
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The integral photo of discharge you can find in the right part of figure fig 6.45. To measure
OH radical concentration saturated laser-induced fluorescence technique was used with
absolute calibration with the aid of flat laminar burner flame.
Preliminary experiments were conducted for different temperatures: from 300 K up

to 620 K, the results are presented in dots in fig.6.46. The typical concentration of OH
radical is 1014 cm−3. The effective recombination constant of OH depending on the gas
temperature is shown in fig. 6.47.
The calculations were performed for this experiments using the data for energy input

from incident and reflected electrical pulses. GRI-Mech 2.1 scheme was used. The pre-
liminary calculations have not showed even qualitative correspondence: on microsecond
timescale the growth OH was observed in calculation. Because of this, the scheme was
modernized and reaction with participating of O(1D) were added. The results for this
calculations are presented in fig.6.46 with lines. There is a good correspondence for high
temperature and poor one for low temperatures. This is the evidence that it’s neces-
sary to perform detailed measurements to build an accurate kinetic scheme to describe
plasma-assisted ignition at intermediate temperatures.
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Figure 6.37: An example of OH emission from the burner together with laser scattered
emission.

286



Figure 6.38: An example of PLIF images. Analysis of additional OH production in
nanosecond discharge and difference between OH in flame and in the discharge. ER=1.07.
Air consumption is 470 l/h, propane consumption is 20 l/h, flow rate is 4 m/s.
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Figure 6.39: OH excited state emission at 306.4 nm with and without nanosecond dis-
charge. HaB means “height above burner”.
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Figure 6.40: An example of PLIF images. ER=0.93. Figure demonstrates extraction
of emission of the discharge. It was not possible physically to extract flame without
discharge: this point is at higher velocity, that blow-off velocity without the discharge.
Air consumption is 551 l/h, propane consumption is 20 l/h, flow rate is 4.7 m/s.
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Figure 6.41: Profiles of spontaneous OH emission (1- in flame; 2 - in flame with discharge)
and LIF signal, which corresponds to OH concentration (3- in flame, 4 - in flame with
discharge).

Figure 6.42: LIF OH profiles between two discharge pulses at different time moments
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Figure 6.43: Temporal dynamics of flame front width between pulses

Figure 6.44: OH temporal dynamics between pulses at fixed distance from burner nozzle
(1st maximum decrease)
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Figure 6.45: Scheme of experimental setup (left) and the integral picture of streamer
discharge (right).
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Figure 6.46: Experimental measurements of OH concentration in the streamer discharge
afterglow (dots) and results of modelling using GRI-Mech2.1 scheme with O(1D) kinetics
(lines).
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Figure 6.47: Effective recombination constant of OH depending on the gas temperature.
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Chapter 7

Liquid Fuel Atomization Using
Nanosecond Discharge

7.1 The aim of investigations

In many practically important combustion processes in the beginning a fuel is not in a
gaseous phase but in liquid or solid phase, and than mixes and burns with gaseous oxidizer.
These concerns jet engines, car engines, and diesel engines working on kerosene and gaso-
line. The burning of solid fuels occurs during coal combustion, wood combustion during
forest fires etc. Important problem is also to perform household and industrial rubbish,
or oil with low effective fuel content, which couldn’t burn under common conditions.
These put additional problems in combustion description, connected with phase tran-

sitions and presences of phase boundaries. In addition to gas phase processes (chemical
reactions, molecular transfer processes), it’s necessary to take into account the similar
processes in liquid and solid phases and at phases’ boundaries. Also the flow is turbulent
as a rule.
During liquid phase combustion some main stages could be distinguished. The first is

the injection of fuel into the combustion chamber filled with oxidizer through the sprayer
(mechanical, pneumatic, combined etc.) and further mixing of fuel drops with oxidizer.
Inside the sprayer liquid breaks into small drops with aerosol production. The parameters
of this aerosol determine the energy output of mixture combustion.
The second stage is fuel drop vaporization and gaseous mixture combustion. The

smaller the drops, the more effective mixing occurs. There is no combustion of drop
itself, only drop’s vapour are burning. It’s well-known that drop’s combustion rate is
proportional to the second power of drop’s diameter (d2-law), so the initial drop size has
the crucial meaning for combustion rate. With drop size decrease mixing time becomes
shorter, thus the combustion proceeds faster. This fact allows, for example, to reduce the
engine size, this is important in mobile engines. Usually the vaporization occurs due to
thermal flux from the reaction zone. An additional vaporization could be maid by drop
heating if we apply discharge to the mixing zone or by charging the drop using high values
of reduced electric field in nanosecond discharge.
It was found earlier by the authors113-,247 that nanosecond discharge could strongly

influence on the ignition delay and combustion rate of gaseous mixtures. The main role is
played by active particles (such as O, H, OH), which are responsible for chain branching.
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These particles are additionally produce under the discharge action, primarily by excited
nitrogen quenching on oxygen molecules, and follows by combustion intensification, which
shows itself in an OH emission peak shift and narrowing of area of growth of radicals
concentration. Thus, this is the reason to expect increase in the combustion rate of
heterogeneous mixtures as well. The investigations of the streamer discharge showed that
when the discharge gap is small enough, the reduced electric filed exceeds breakdown field
in the air both in the streamer head and in the channel, so active particles are produced
inside the gap. At larger distances the main active particles production takes place only
in the streamer head, so the effectiveness does not depend on the pulse duration. When
gap is long enough, the streamer couldn’t propagate and only a corona develops near
the pin, so the larger part of the gap is not treated by the discharge and wasted. On
the contrary, at short gaps production of radicals exceeds required one. Thus, when
nanosecond discharge is using, combustion rate could significantly increase. But the
effectiveness of plasma-assisted combustion depends on type of discharge, pulse duration,
pulse repetition rate and other parameters, which are responsible for active particles
production. Development of the streamer in different regimes was studied, optimal regimes
were found. During experiments it was shown that nanosecond discharge could increase
reaction rate and provide effective production of hydrogen from methane and water vapour
mixture. The hydrogen output in a non-optimized discharge configuration is 10 times
smaller than theoretically possible, but the principal possibility of influence on reaction
rate with participation of water vapour was shown.247

It also was found in248-,175 that electric fields and discharges could strongly affect
on the diffusion flame. Using the electric field, applied parallel to the gas flow, we can
stabilize flame on the burner or cause self-sustained oscillations of the flame. The main
mechanism lies in changing the diffusion coefficients between oxidizer and fuel under the
ionic wind action, after which the combustion rate could increase.
Thus, using nanosecond discharge pulses in combination with high values of reduced

electric fields, we can influence on combustion rate by radicals production. Using combi-
nation of nanosecond discharge with high values of electric field, we can avoid the using of
dc high-voltage in the engine and possible breakdown. So, besides proper form of energy
input, proper organization of discharge is of great importance. We are going to provide
effective atomization using an optimal configuration of nanosecond discharge first and
then move to mixing and combustion investigations, based on results obtained earlier.

7.2 Experimental setup

At present time the set-up for experimental study of fuel atomization is constructed. The
main parts are high-pressure cylinder and a system of atomization with sprayer (fuel
injector), diagnostic systems for pressure control, control of electrodynamical parameters
and liquid drops parameters control. Overall view of experimental setup is presented in
the figure 7.1.
Atomization system consists of high-pressure cylinder of 5 liters volume. Maximum

pressure is 150 atm. The vessel is fixed near the optical table, where optical diagnostic is
placed. The vessel’s mounting elements allow to move vessel in three dimensions.
Sprayer was screwed onto the bottom orifice of this vessel. Sprayer was combined with

electrode systems, but in some configurations we used external electrodes (steel ring or
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Figure 7.1: Overall view of experimental setup.

steel mesh or system of meshes). We used different sprayer configuration. It’s well known
that different sprayer configurations are exist: mechanical, pneumatic, combined etc.,
depending on the mechanism of liquid fragmentation. In SCRAMJETs a simple sprayers
are typically used, without any additional ways of breaking up: aerated fuel (kerosene)
at pressure 1-3 MPa yields through an orifice with typical dimension of 0.5-1.5 mm to
combustion chamber. All geometries we used were made based on this idea; some of them
are presented in fig. 7.2. In fig. 7.3 the shape of atomized liquid is presented for some
sprayers. It’s seen that the angle of cone of atomization was quite small, and only using
external electrode it was possible to provide large cone’s angle.

Figure 7.2: Different sprayers construction.

We assembled an optical setup for drops’ parameters measurement based on phase-
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Figure 7.3: Atomization pattern for different configurations.
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Figure 7.4: The principal scheme of PDA system

Doppler anemometry method - PDA. This system allows to measure drop size and velocity
during atomization. . The range of drop parameters which could be measured by this
system are: velocities up to 20 m/s, drop diameter from 10 up to 300 mkm.
Main elements of PDA system (the principle scheme is presented in fig.7.4) are He-Ne

laser (632 nm), system of laser beam splitting, focus system and 2 photosensors (we used
PEM-100). After splitting two coherent beams obtained intersect in the region to be
studied. When the drop crosses this area of interference, laser light reflects and scatters,
depending on the system parameters. We can choose parameters which allow to work with
only one, dominant mechanism. Then the light scattered is detected by two PEM, placed
together at some angles. Analysis of interference picture obtained allows to determine
drop size and velocity: velocity is proportional to the period of interference, and the
size is proportional to phase shift between two channels. This value depends on setup
geometry (distances and angles, laser wavelength) only. You can see typical oscillogram
on fig. 7.5. We used two different nanosecond pulse generators as a source high-voltage
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Figure 7.5: Typical oscillogrammes for drop’s size and velocity determining.

pulses. The first is generator by FID Technology (Russia) (fig.7.6). This device provides
short stable pulses, each one with 12 ns FWHM. The amplitude could be varied within
the range of 5-15 kV, the frequency range was 1-100 kHz. Maximum output power is 3kW
(if pulse is absorbed entirely). The generator has two outputs, with pulses of positive and
negative polarity between central line and grounded cable armor. Thus, the maximum
voltage drop between electrodes could reach 30 kV. The typical pulse form (both for
incident and reflected pulse) is presented in figure 7.7.
The other generator is rotated-interrupter scheme generator (RISG), which was used

in our previous experiments. This generator has fixed frequency of 5 kHz, and pulse form
could be varied from pulse to pulse. The mean FWHM is approx. 40-60 ns, the form of
pulse is dome (time of front rise is large, approx. 15-20 ns. Total power of this generator
was also smaller then of previous one - approximately 0.5 kW, but the energy per pulse
was greater. The advantage of this generator is the possibility to provide larger voltage
drop between high-voltage electrode and grounded electrode (up to 30kV). This fact was
important when we have worked with electrodes configuration which didn’t allowed to
provide high-voltage supply of different polarities on both electrodes due to constructive
features.
During experiment liquid (we used water in our experiments as a test liquid to obtain

preliminary results) has being pouring into the cylinder. After this, all vessel’s orifices
have being closed and the cylinder has being filled by air at high pressure and atomization
started. The pressure range was 2 up to 100 atmospheres. During experiment oscillo-
grames from optical system (which allows to obtain drop velocity and drop size) and time
of atomization (liquid consumption) were measured as well as working pressure. We shoot
a movie during atomization which allowed to determine angle of atomization cone.
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Figure 7.6: Generator by FID Technology (Russia).

7.3 The results of experiments

As it was mentioned above, the aim of this work was to obtain the influence of nanosecond
pulsed discharge on liquid atomization. There are several main reasons why electric field
or discharge can promote effective atomization:

• Discharge, if properly organized, could provide additional heating and vaporization.
In this case, the discharge shows itself only in thermal effect.

• Discharge could provide local heating in the sprayer and increase local pressure.
This allows to change atomization parameters.

• Discharge could charge drops or polarize it. In this case, drop’s charge prevents
them from coagulation.

Some other mechanisms of influence are also possible.
We have tested a number of different electrodes’ configuration in the nozzle, some of

them are presented in fig.7.8. The first configuration we used was the following. The
sprayer consisted of three parts: two metallic electrodes (0.5 mm thick) and dielectric
layer between them (1 mm thick), the sprayer diameter is 0.6 mm. Schematic view of this
construction is presented in fig. 7.8. Discharge could develop through the water along
dielectric surface. According to our hypothesis, breakdown, if happened, leads to pressure
increase and changes in atomization pattern.
Analysis of atomization pattern has showed no difference between atomization with

and without discharge (fig.7.9). It’s seen that angle of atomization cone is the same.
Nevertheless, in some cases it was found that when discharge is turned on, the atomiza-
tion cone changes (fig.7.10). But this changing wasn’t stable and probably was due to
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Figure 7.7: The typical pulse form (both for incident and reflected pulse)for FID generator.

dielectric structure deformation under discharge influence. Such deformations were the
first drawback of this configuration. The second was a weak electric field produced by
external electrode.
We have made a number of estimations to determine the possible discharge influence.

The discharge energy is significantly greater than the energy of a flow (5-50 W for flow
velocity 20-70 m/s). But the influence in terms of heating isn’t so great. The maximum
possible energy input per one pulse by our generator is 30 mJ. This energy allows to heat
and vapourize appr. 10−5 grams of water (it worth mention that for kerosene this value
is approximately one order of magnitude greater). So it’s necessary to have a number of
pulses through the same water portion for effective influence.
We have measured the dependence between pressure in the vessel and atomization

time. It was found that only at relatively low pressures (up to 3 MPa) there is a strong lin-
ear dependence between these parameters. At higher pressures atomization time doesn’t
depend on the pressure. Thus it’s possible that even if discharge produces additional
pressure inside the sprayer, it doesn’t provide changes in atomization pattern.
Third configuration implies using an external electrode. Previous experiments have

showed that it’s necessary to provide uniform discharge propagation instead of filamentary
and try to influence on the area where liquid from sprayer have converted into drops.
Different configurations were tested: with external ring inside and outside flow, with
mesh and two meshes. Unfortunately, no effect was found primarily even in this case the
discharge propagated through the air instead of water. Thus, the efficiency of influence
was extremely low, even in case of two meshes (7.11).
In second configuration we have tried to eliminate all these problems (fig.7.8). An

external electrode becomes a cone, and the central electrode was a thick needle placed in
the center of sprayer. In this configuration external field was weak again – the electrode’s
cone angle was too big, but the dielectric layer was absent, so breakdown should develop
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Figure 7.9: Cones comparison with (top) and without (bottom) discharge

through the water. Also a gap between electrodes was reduced - from 1 mm to 0.3 mm.
This allowed to obtain breakdown at lower frequencies and amplitudes.
The influence of discharge was observed during the regime of strongly aerated liquid

atomization, which happened at the end of atomization. During this stage, the cone’s
angle becomes significantly greater (because of additional air involved into atomization).
The discharge showed itself in two ways: the optical density of the flow becomes lower
and the atomization time decreases too (fig. 7.12-7.13).
The significant effect was found when we used electrodes configuration G2 with a thin

needle placed in the sprayer as a central electrode, so the flow was effectively treated by the
discharge, if breakdown occurred. Also a minimal gap between electrodes was reduced
up to 0.1 mm to provide effective breakdown. Depending on the liquid consumption,
breakdown occurred at some pulse frequency within the range 10-100 kHz. After this
it was possible to reduce frequency significantly, and stable regime still remained (it’s
necessary to have larger amount of energy input to perform breakdown than to sustain
it).
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Figure 7.10: Changing in atomization cone under discharge influence

Figure 7.11: Discharge propagates through the air instead of water and plasma treatment
is non-uniform.

In this operation mode a strong influence was obtained on the flow parameters. With-
out discharge no effective atomization occurred. Within pressure range up to 2 atmo-
spheres a flow was broken up to the drops under the discharge action (fig.7.14). At low
pressures the pressure value determines liquid consumption, that’s why at pressures higher
than critical one, depending on the frequency, the breakdown failed to set itself, and the
influence of discharge had been diminishing.
The dependence of the liquid consumption versus vessel pressure is presented in figure

7.15. It’s seen quite well that starting with some pressure, the consumption is determined
only by sprayer configuration and doesn’t depend on vessel pressure. For our task, it’s
necessary to increase energy input approximately 3 times for working in the regimes which
are close to typical in aviation engines. Now it’s possible to atomize flows with velocities
up to 30 m/s (20 g/sec). The main mechanisms lies in liquid vapourization and pressure
pulsations generation in the sprayer. It was measured that atomization time grows in the
case of atomization under discharge influence approximately 15-20%.
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Figure 7.12: Changing in atomization cone of aerated liquid under discharge influence
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Figure 7.13: Emission profiles for atomization cone’s length (right) and radius (left). Red
unfilled circles - without discharge, black filled circles - with discharge

The influence of nanosecond discharge on liquid atomization was investigated in this
paper. It was found that nanosecond pulsed discharge affects strongly on the liquid
atomization. With liquid consumption up to 20 g/sec (and discharge power 3kW, which
corresponds to 5% vapourization) it’s possible to obtain atomization of a flow in the
regimes where there is no atomization in absence of the discharge. It was found that
main mechanism of influence lies in vapourization of water in the breakdown channel
with further changes in flow pattern. The maximum liquid consumption for effective
atomization is limited by the stable breakdown appearance.
Images of atomization are presented in fig.7.16-7.17. It’s seen that drop size is quite

large (1 mm) near atomization cone’s edges, but small in the cone’s center, where at-
omization is most effective. On the images it’s distinctly seen that discharge strongly
tubulate the water flow. Because our diagnostic system could work only at small water
consumption (at low optical density, low drop’s concentration) many experiments were
conducted in regimes with small atomization pressure. In such regimes water jet doesn’t
atomized at all without discharge (see fig.7.18). Maybe, this technique could be applied
on practice in these regimes, when it’s impossible to ignite kerosene jet and it’s necessary
to atomize it before ignition.
Drops’ sizes and velocities distribution were measured for different discharge frequen-

cies. PDA system was focused at the cone’s center, so typical size is quite small - smaller
than big drops that flies at maximum angles. The results for different frequencies are
presented in fig. 7.19- 7.20. One may see that with frequency increase drop’s velocity
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Figure 7.14: Atomization by discharge. Left - no atomization without discharge, right -
atomization under discharge influence at same parameters.
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Figure 7.15: Dependence of consumption versus pressure. Red circle shows area where
atomization by discharge is possible for our energy input.

significantly decreases (the channel section becomes more closed, water consumption re-
duces, stronger flow turbulization occurs) while the drops’ size remains the same. For
every curve approx. 200-300 measurements were made.
It worth mention that during experiment electrodes were evaporating significantly

because of high current density. But the changes wasn’t as great as they could be with dc
arc or pulses with microsecond duration. That’s why one should use should nanosecond
pulses with high frequency for such purposes. The results obtained have showed with
the help of pulsed nanosecond discharge combustion rate of heterogenous mixtures should
increase because of effective atomization and effective production of active particles in
nanosecond discharge, which are responsible for ignition delay time and flame propagation
velocity.
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Figure 7.16: Pattern of atomization by discharge.

Figure 7.17: Pattern of atomization by discharge.
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Figure 7.18: Water jet without discharge.
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Figure 7.19: Drops’ size distribution for different frequencies.
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Figure 7.20: Drops’ velocity distribution for different frequencies.
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Chapter 8

Supersonic Hydrocarbon-Air
Mixtures Ignition and Flame Control
by Non-Equilibrium
Low-Temperature Plasma.

8.1 Hypersonic air plasma flow

In experiments we used continuous operating vacuum tube (Fig. 8.1). Test chamber
∼ 0.5 m3 in volume was connected by a valve of 350 mm in diameter with main vac-
uum chamber ∼ 6 m3 in volume. The volume was pumped by four oil-vapor booster
vacuum pumps BN-4500 with 4500 l/s productivity at a pressure of 10−2 Torr and by
two parallel mechanical pumps VN-6G. The total pump rate was 18000 l/s at a pressure
of 0.1 Torr. Additional rotary pump with a productivity of 5 l/s allowed to pump test
chamber separately.
Hypersonic plasma flow was formed when work gas expanded from forevacuum cham-

ber to test chamber through the conical nozzle. The rated regime corresponded to Mach
number of = 8.2. Pressure drop between forevacuum chamber and test chamber was
adjusted by a special valve and comprised 20-40 Torr. This value was measured by an
U-shape manometer. Gas flow was equal to ∼ 0.5 g/s. Pressure in a test chamber and in
main chamber was measured by thermocouple gauges LG-2 and was equal ∼ 5 ·10−3 Torr.
Critical cross-section diameter of a nozzle was equal to 4 mm, and outer diameter was
80 mm. At our pressures it was necessary to take into account boundary layer, which is
about of 12 mm in the outlet section of the nozzle. As a consequence, isentropic kernel
of the flow was less than outlet cross-section and was about of ∼ 55 mm.
Cylindrical model was made from dielectric (caprolon) and was placed along the flow.

Metallic plug was mounted along the axis of the cylinder, and high voltage of negative
polarity was applied to the plug. There was hole in the middle of the plug connected to
the Pitot tube, so that it was possible to control the pressure behind the shock wave.The
length of dielectric cylinder was 150 mm and the diameter was 40 mm. Outer diameter of
the steel plug was equal to 5 mm, and hole diameter was equal to 2 mm. The stable diffuse
plasma was created by low-pressure aerodynamically stabilized DC discharge between
nozzle and model in the supersonic test section.
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Figure 8.1: Hypersonic plasma flow diagnostics

8.1.1 Electron number density and mean energy in the flow

We have analyzed the first negative (B2Σ+u → X2Σ+g ) and second positive (C
3Πu → B3Πg)

systems spectra in near-ultraviolet region. On the Figure 8.2 the absolute intensity of 0-0
transitions of 2+ and 1− systems are shown. Model is at x = 0. Line represents the
approximate position of shock wave.
It is well-known that absolute measurements of two different bands emission allow to

restore electron energy and electron number density in the discharge using appropriate
electron energy distribution function.249

Mean energy and electron concentration were obtained from measured intensity fields
of transitions from N2(C

3Πu, ν = 0) and N
+
2 (B

2Σ+g , ν = 0) levels (Figure8.3). We assume
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Figure 8.2: The absolute intensity of 0− 0 transitions of 1− (left) and 2+ (right) systems,
1/s cm3
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Figure 8.3: Electron energy distribution, eV (left) and electron number density distribu-
tion, cm−3 (right)

that electron energy distribution function was close to Maxwellian

one. Measurements were made for low discharge power (5 Wt), when discharge has a
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negligible influence on the flow properties. Cross-sections for excitation of upper levels of
2+ and 1− systems were taken from250 and,251 correspondingly.

8.1.2 Gas flow rotational temperature measurements

To analyze rotational temperature of the gas distribution in the flow we used technique
of a temperature determination from resolved vibrational spectra of first negative system
of molecular nitrogen.252 The approach allows to determine rotational population of a
ground electron-vibrational state of molecular nitrogen and to calculate efficient popula-
tion temperature.
For our experimental conditions efficient temperature of population for vibrational

states of ground electronic-vibrational state of molecular nitrogen is equal to translational
gas temperature. So, it is possible to determine gas temperature before the shock wave
and behind it (Fig. 8.4). On the Fig. 8.4 measured spectra were shown. Gas temperature
before the shock for low discharge power ( 5 Wt) is about 20±5 K, and for gas temperature
behind shock T = 300±30 K. These values are in good correlation with the data calculated
from nozzle theory. Figure 8.5 represents the temperature variation along the flow axis.
Dependence of the gas temperature from discharge power before and behind (Figure

8.5) shock wave. At the discharge power of about 70 Wt the temperature before the
shock increases on 20%, and behind the shock — on 10%.

Figure 8.4: Rotational Temperature Measurements Using N2 First Negative System Emis-
sion. M = 8.2. T = 19 K (left), T = 295 K (right)

8.2 Modelling of the energy exchange processes in

the flow

The non-equilibrium hypersonic flow around the cylinder was investigated numerically.
2D axially-symmetric calculations of the flow were performed. We analyzed regimes with
independent variation of vibrational temperature in the hypersonic flow. MacCormak
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Figure 8.5: Temperature variation along the flow axis (left). Gas rotational temperature
vs discharge power behind shock wave (right). Air. M = 8.2

scheme with FCT correction was used for solving the components, mass, momentum and
energy conserve equations. Vibrational excitation and energy exchange in N2O2 plasma
flow were taken into account.
Figure 8.6 shows results of calculations with vibrational temperature equal to the

translational one (A), and Tvib = 1800, 1900 and 2000 K, respectively. We assume disso-
ciation degree to be in equilibrium with vibrational temperature of the gas. It is clearly
seen that energy release behind the shock wave leads to the flow field change.
Relaxation of vibrational excitation takes place in the process (8.1)

N2(v) +O = N2(v − 1) +O (8.1)

Figure 8.6: Numerical Model of Hypersonic Plasma Flow. Air. M = 8.2. Ttr = 21 K.
Tvib = 21, 1800, 1900 and 2000 K, correspondingly.

Calculations show the decrease the nitrogen vibrational relaxation rate with atomic
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oxygen concentration decrease. On the other hand, the atomic oxygen concentration is
controlled by the vibrational temperature of O2 and depends on the vibrational tempera-
ture of nitrogen. So, some specific type of back-coupling with vibrational energy exchange
participation in the system is formed. Rate of relaxation is dramatically decreases with
excitation level decrease (Fig. 8.7).

Figure 8.7: Nitrogen vibrational energy and atomic oxygen distribution in the flow

8.3 Reacting plasma hypersonic flow

Hypersonic plasma propane-air flow was formed by conical nozzle. The flow regime corre-
sponded to Mach number of = 8. Gas flow was equal to ∼ 0.2 g/s. The pre-chamber was
equipped with heater which allows us to heat the gas before the expansion in the nozzle
up to 700 K. Gas temperature in the pre-chamber was measured by thermocouple gauges
(Figure 8.8).
Cylindrical model was made from glass and was placed along the flow axis. The sta-

ble diffuse plasma was created by low-pressure aerodynamically stabilized DC discharge
between nozzle and high-voltage electrode in the supersonic test section. Behind the re-
flected shock wave we have the region of excited gas flow with translational temperature
equal to the gas temperature in the pre-chamber. So, we can adjust translational tem-
perature and excitation of the internal degrees of freedom of the gas separately. Mean
electron energy in this type of the discharge is rather high and gas excitation includes
ionization, electronic states, vibrational states, dissociation (Figure 8.9).
Spatial distribution of different molecular bands emission was shown on the Figure

8.10 for low-current discharge conditions, similar to those of Figure 8.9. Zone of gas
relaxation and chemical reactions (emission peak of CH radical) is clearly seen on the
figure.
Figure 8.11 shows the high-current (∼ 20 mA, 1 kV) discharge regime. This regime

corresponds to the conditions analyzed in the first part of the paper. The discharge
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Figure 8.8: Nozzle with pre-heated gas flow

provides very strong gas excitation and almost no heating. Peak of CH-emission becomes
extremely strong and comparable with the emission from nitrogen lines. Maxima of the
emission intensities shift from each other. Maximum of CH-emission corresponds to the
region near the shock wave front, while the maximum of N2 intensity corresponds to
the near-electrode region. The emission of CH-radical rapidly drops down due to fast
chemical reactions in this regime near the shock wave front (Figure 8.11). Thus, we have
demonstrated the chemical reactions and ignition zone stabilization in the cold flow by
high-voltage gas discharge.
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Figure 8.9: Emission spectra of the hypersonic propane-air flow excited by high-voltage
gas discharge
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Figure 8.10: Spatial distribution of the emission in propane-air flow. Ring electrode
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Figure 8.11: Spatial distribution of the emission in propane-air flow. Point electrode
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Chapter 9

Detonation Initiation by
High-Voltage Pulsed Discharges

The goal of this part of work is the reduction of the deflagration to detonation transition
(DDT) length and time in smooth detonation tubes under minimum energy of initiation.
The DDT length and time are crucial parameters for pulsed detonation engines (PDE)
applications. Thus, it is necessary to find an effective means for detonation initiation.
For direct detonation initiation a considerable energy deposition into the mixture is

required. For stoichiometric propane-air mixture, experiments yield minimum initiation
energy of 0.08 kg in TNT equivalent or 300 kJ for spherical detonation.253 When initiated
in a tube by a lower energy source, the DDT may occur at the distance of several tens
of tube diameters away from the initiation point. The most common method of reducing
the DDT length is application of various types of obstacles, which disturb the flow and
increase the flame velocity.254–259 A modification of this method is application of a two-
chamber initiating system, where the mixture is ignited in the first chamber, whereas
detonation wave is initiated in the second chamber by hot turbulent jets.257–260 In this
case, the acceleration of the flame front depends on its own speed and power. If the
initial flame front velocity is low, turbulization and consequent acceleration of the flame
are weak. Usually, the initial flame front is weak, so this method is not the most effective.
This concept was realized experimentally;260 C-J detonation mode was obtained at 2 m in
a 15 cm diameter tube with regularly spaced obstacles in a C3H8 + 5O2 + 15N2 mixture
at 1 bar. The use of a precombustion chamber for turbulent flame ejection allowed to
decrease the DDT time from 24 to 14 ms, but at the same time no effect on the DDT
length was found.
Coherent ignition technique was used for detonation initiation in other works.261 In the

experiments, the mixture was ignited by a set of spark plugs installed along the detonation
tube. Different delay times for each spark plug were chosen in order to obtain maximum
flame front acceleration. The DDT length of 0.6-0.7 m was achieved in propane-air mixture
at 1 bar. This technique allowed to reach detonation initiation energy of 1.68 MJ/m2,
which is less in comparison to the initiation by TNT,253 but is still higher than for the
case of non-equilibrium plasma igniters.
In Ref.,262 it was found that the critical energy of initiation by a spark decreases as the

power density of the initiating source increases. A number of scientific groups carried out
investigations of ignition by non-equilibrium corona discharges.263,264 The experiments
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were performed for ethylene-air, propane-air,263 and methane-air264 mixtures. The au-
thors applied a pulsed nanosecond discharge with duration of 50 ns. They performed a
comparison of ignition delay times under ignition by the corona and by a conventional
spark discharge with the same energy. The ignition delay times were shorter by a factor
of 3–5 under ignition by a pulsed corona discharge.
Nanosecond discharge in the form of a fast ionization wave (FIW) as a source of

ignition has a set of advantages:113,265 high spatial uniformity, high efficiency of formation
of reactive species, high power, and coherence, that is, simultaneous excitation of the
mixture in a bulk volume. A theoretical study of application of nanosecond discharge
was performed by Starikovskii.265 It was confirmed that formation of a strong shock wave
from compression waves arises if the typical time of chemical energy release is shorter
than the time of gas-dynamic processes under the selected initial conditions and mixture
composition. It was also shown that the length and the time of DDT are shorter under
fast energy release and low temperatures.
Non-equilibrium nanosecond discharge is also promising for detonation initiation from

the point of view of Zeldovich’s gradient mechanism. In a medium with an induction
time gradient, the DDT is obtained at shorter distances. It has been shown265 that a fast
ionization wave allows to produce active species in a bulk volume. If a proper geometry
and parameters of the discharge device are chosen, this may lead to formation of the
required induction time gradient.
In the current work, two setups have been assembled to study detonation initiation. In

the first, the mixture was ignited by a distributed high-voltage non-equilibrium nanosec-
ond discharge, which excited the mixture in a bulk volume across the tube cross-section.
In the second, the mixture was ignited by a localized high-voltage microsecond spark
discharge. The discharge energies and the geometries of the discharge sections in these
cases were comparable, which allowed us to compare the efficiencies of different detonation
initiation means.

9.1 Detonation initiation by non-equilibrium nanosec-

ond discharge

9.1.1 Experimental setup

The experimental setup used for study of detonation initiation by a high-voltage nanosec-
ond discharge is described in detail in our previous works.266,267 The experiments were
carried out in a detonation tube with inner diameter of 140 mm. The discharge was ini-
tiated by a 60 ns long high-voltage pulse with 12 ns rise time. Voltage amplitude ranged
from 4 to 70 kV, the corresponding energy input range – from 70 mJ to 14 J. The dis-
charge section was a distributed electrode system consisting of 131 discharge cell placed
over the cross-section of the tube. The pulse parameters were registered by a back-current
shunt and a capacitive gauge. Flame propagation velocity was registered by 5 IR sensors
installed along the detonation tube. Simultaneously, shock wave propagation velocity was
measured by 2 schlieren sensors.
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(a) t = 0 ns, intensity x2 (b) t = 6 ns, intensity x1 (c) t = 12 ns, intensity x8

(d) t = 30 ns, intensity x8 (e) t = 110 ns, intensity x8 (f) t = 240 ns, intensity x16

Figure 9.1: Negative images of a nanosecond discharge development in air at 0.33 bar at
different moments in time. Dashed line corresponds to the edge of the discharge chamber.
Camera gate 3 ns. Time was counted off from the moment when back-current shunt signal
reached half of the maximum value.

9.1.2 Nanosecond discharge development

The discharge development was studied with an ICCD camera (LaVision Picostar 12HR)
with nanosecond temporal resolution. The main contribution to the intensity of discharge
radiation was made by nitrogen emission line at 337 nm. A series of images for the
discharge development in air at 0.33 bar is presented in figure 9.1. Dark dots in the
images correspond to the radiation of single discharge cells. The discharge had three
temporal stages. During the first stage (0–15 ns), emission intensity rose steeply, reaching
its maximum value. The emission at this stage was distributed quasihomogeneously over
the discharge section. During the second stage (15–50 ns), the intensity decreased sharply.
The third stage (t>200 ns) was the afterglow stage, when the emission was localized within
1–2 discharge cells. Emission intensity of each subsequent stage decreased by about an
order of magnitude comparing to the preceding one.

9.1.3 Results of detonation initiation experiments

The experiments in detonation initiation were carried out in different stoichiometric mix-
tures: C3H8 + 5O2 + xN2 (0≤x≤4), C3H8/C4H10 + 5O2 + xN2 (0≤x≤10), 0.5C6H14 +
4.5O2 + xN2 (0≤x≤3), and C3H8/C4H10 + air. Initial pressure values varied from 0.15
to 1 bar. In the experiments, flame front velocity, shock wave velocity, and ignition delay
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Figure 9.2: Responses of IR sensor (black line) and Schlieren sensor (red line) in the same
cross-section 287 mm away from the discharge chamber. 0.5C6H14 + 4.5O2 + 3N2 at
0.76 bar. Detonation.
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Figure 9.3: Flame front velocity dependence upon initial mixture pressure for different
mixture compositions under ignition by a nanosecond discharge. C-J velocity is 2400 m/s
for propane/butane mixtures (circles) and 2100 m/s for hexane mixtures (triangles).

times were measured simultaneously with initial mixture pressure, nitrogen dilution level,
and nanosecond pulse parameters. The comparison of shock wave velocities obtained
with schlieren sensors and flame front velocities obtained with IR sensors (see figure 9.2)
showed that the velocities coincided in all supersonic propagation modes. This proved
the possibility to use IR emission diagnostics for DDT study and allowed us to compare
the velocity values obtained with the IR sensors with those obtained with the pressure
transducers in the supersonic modes.
Under the current experimental conditions, three modes of flame propagation were

observed: deflagration, with subsonic velocities of propagation, transient detonation,
with supersonic velocities and high values of flame front acceleration along the tube,
and Chapman-Jouguet (C-J) detonation. C-J velocity for all propane/butane mixtures
under study was appr. 2400 m/s, whereas for all hexane mixtures it was appr. 2100 m/s.
The results of these experiments are presented in figure 9.3 in terms of the dependences
of flame front propagation velocity 400 mm (∼3 calibers) away from the discharge cham-
ber upon initial mixture pressure, for different mixture compositions. Velocity values of
∼2400 m/s for propane/butane mixtures and ∼2100 m/s for hexane mixtures correspond
to the experiments where C-J detonation were obtained. Relative velocity measurement
error was the greatest for deflagration mode; nevertheless, its absolute value did not exceed
20 m/s.
At higher nitrogen dilution levels or at lower pressures, a deflagration mode was ob-

served. In this mode, the flame front propagated with almost constant velocity of 50 to
300 m/s, gradually accelerating. Under lower nitrogen dilution levels or at higher pres-
sures C-J detonation was observed. The measured velocity of flame front propagation
corresponded to the calculated value.
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In a small range of pressures between deflagration and C-J detonation, a nonstationary
mode of transient detonation was observed. The velocities in this mode ranged from
sonic speed in fresh mixture (∼300 m/s) to almost C-J velocity (∼2400 m/s). Transient
detonation mode was characterized by strong flame front acceleration along the tube
(∼3·106 m/s2) and strong dependence of velocity upon initial pressure.
The DDT was observed 400 mm away from the discharge chamber or closer in all

mixtures with nitrogen dilution level up to 38%. The energy input in these cases did
not exceed 3 J. For undiluted stoichiometric propane-oxygen mixture the DDT length
and time amounted to, respectively, 130 mm and 0.6 ms, under energy input of 70 mJ.
This value of energy input corresponded to 4 J/m2 of energy per unit cross-section. In
0.5C6H14 + 4.5O2 + 3N2 mixture (38% N2), the DDT length under energy input of 3 J
at initial pressure of 1 bar was 300 mm, the DDT time was 0.6 ms. It is also seen from
figure 9.3, that flame front velocities in propane/butane and hexane mixtures are the
same for mixtures with the same values of nitrogen dilution, for which the combustion
heat values are also close.

9.2 Detonation initiation by microsecond spark dis-

charge

9.2.1 Experimental setup

For comparison between detonation initiation and flame propagation modes under differ-
ent initiation conditions a new setup has been assembled. The setup scheme is presented
in figure 9.4a. The inner diameter and the length of the detonation tube (1) were 53 and
1000 mm, respectively. The discharge chamber (2) was mounted to one end of the tube.
The geometry of the discharge chamber pictured in figure 9.4b was analogous to the one
used for nanosecond detonation initiation and discussed in section 9.1.1 and Refs. 266,267.
The high-voltage electrode was a distributed electrode system consisting of 28 pins sep-
arated from each other and from the ground electrode by a ceramic insulator. Each pin
formed a discharge cell with interelectrode gap of 50 mm. The DC power supply (3)
charged the feeding line (4) up to a voltage of 37 kV. A high-voltage pulse was formed on
the electrode when the feeding line had been grounded by the thyratron (5). The pulse
parameters were registered by the back-current shunt (6).
For shock and detonation waves velocity measurement piezoelectric pressure trans-

ducers (7) were used. The transducers were installed in the sidewalls of the tube at the
distances of 3, 363, and 873 mm from the discharge chamber. A typical oscillogram of the
pressure transducers signals is presented in figure 9.5. In this case the DDT took place
between the 1st and the 2nd transducers. The error in pressure wave velocity measure-
ment was determined mainly by the signal rise time. In detonation mode, the error value
was insignificant due to the steepness of the shock wave front, whereas for deflagration
modes the error could reach ∼20 m/s.
Pulse parameters were the following: amplitude – 37 kV, width – 1–3 µs, rise time –

∼100 ns. The rise time was determined by thyratron switching time. The energy input
in this case was limited by the energy stored in the feeding line, which was equal to 14 J.
The actual energy input value was not measured in the experiments. Images of discharge
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(a) Principal scheme of the setup: 1 – deto-
nation tube, 2 – discharge chamber, 3 – DC
power supply, 4 – high-voltage feeding line,
Z = 17 Ohm, 5 – thyratron, 6 – back-current
shunt, 7 – piezoelectric pressure transducers,
8 – ICCD camera with picosecond nanosecond
resolution.

(b) Discharge chamber (2) consisting of 28 dis-
charge cells: chamber diameter – 53 mm, dis-
charge cell diameter – 5 mm, discharge cell
length – 95 mm, interelectrode gap – 50 mm.

Figure 9.4: The setup for detonation initiation with microsecond spark discharge.

development were taken through the end of the detonation tube with an ICCD camera (8)
with picosecond temporal resolution (LaVision Picostar 12HR). Radiation in the spectral
range of 300–800 nm was registered in the experiments.

9.2.2 Microsecond discharge development

The discharge development was studied with the ICCD camera for this electrode configu-
ration and pulse parameters. Temporal dependence of discharge emission integrated over
the cross-section was registered under the same conditions by a photoelectric multiplier
(PEM). This temporal dependence is presented in figure 9.6 for discharge development
in air at 1 torr. The corresponding spatially resolved ICCD images of the discharge are
presented in figure 9.7. Time is counted off from the moment of electrical pulse reaching
the electrode. It is seen that the discharge development occurred in a large portion of
discharge cells not sooner than 80 ns after the pulse had reached the electrode. Due to
the long rise time of the high-voltage pulse, the overvoltage on the discharge gap was
not as high as in the case of the nanosecond discharge, which led to a streamer discharge
formation. The streamers then reached the low-voltage electrode closing the discharge
gap. Because of the scattering of the streamers properties there was one high-conducting
channel, which was where the main portion of the discharge current passed. This led
to the channel overheating and spark formation. As it is seen from the ICCD images,
the spark could last for several microseconds, though the emission intensity was not high
enough for the PEM to detect it.
At air pressure of 1 bar the discharge developed essentially differently. Temporal

dependence of discharge emission registered by the PEM together with the back-current
shunt signal and ICCD images of the discharge are presented in figures 9.8 and 9.9, respec-
tively. In images (a) and (b) of figure 9.9, the streamer phase of discharge development
at 1 bar is presented. The intensity of emission at this stage was extremely low. Unlike
in the case of discharge development at low pressure, the discharge localization and spark
formation due to ionization instability occurred sooner than ∼50 ns after the pulse had
reached the electrode. The spark stage of discharge development is presented in images
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Figure 9.5: A typical oscillogram of the pressure transducers signals. The distance from
the discharge section is shown in the figure for every transducer. Initial mixture pres-
sure 0.6 bar. Mixture: C3H8/C4H10 + 5O2. Detonation, shock wave velocity 2350 m/s
measured between transducers 2 and 3. C-J velocity for the given mixture ∼2400 m/s.

Figure 9.6: PEM signal (red line), proportional to emission intensity, and back-current
shunt signal (black line). Air, 1 torr.
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(a) 40 ns (b) 50 ns (c) 80 ns (d) 300 ns (e) 870 ns (f) 3500 ns

Figure 9.7: Images of the microsecond discharge development in air at 1 torr at different
moments in time. Yellow line corresponds to the edge of the discharge chamber. Camera
gate 1 ns.

Figure 9.8: PEM signal (red line), proportional to emission intensity, and back-current
shunt signal (black line). Air, 1 bar.
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(a) 25–50 ns
Gate 25 ns
Intensity x 16

(b) 25–50 ns
Gate 25 ns
Intensity x 16

(c) 50 ns
Gate 1 ns
Intensity x 1

(d) 65 ns
Gate 1 ns
Intensity x 1

(e) 230 ns
Gate 1 ns
Intensity x 1

Figure 9.9: Images of the microsecond discharge development in air at 1 bar at different
moments in time. Yellow line corresponds to the edge of the discharge chamber.

(c), (d), and (e). It was these stages when most of the pulse energy consumption occurred.
Homogeneous discharge phase was not observed at all in most of the discharge cells. Such
discharge development pattern is a result of relatively long pulse rise time (∼100 ns).

9.2.3 Results of detonation initiation experiments

Experiments on detonation initiation by a high-voltage microsecond discharge were car-
ried out in two propane/butane mixtures (C3H8/C4H10 + 5O2 + xN2 with x=0 and x=4)
at initial pressures up to 1 bar. The mode of flame propagation was determined by shock
wave velocity measured with pressure transducers. As has been shown in section 9.1.3,
flame front velocity coincides with shock wave velocity in all supersonic modes of prop-
agation. The results of these experiments are presented in figure 9.10 (solid lines, solid
symbols) in terms of the dependences of shock wave velocity 600 mm away from the dis-
charge chamber upon initial mixture pressure, for different mixture compositions. The
results are presented in comparison with the ones in the same mixtures obtained under
initiation by a nanosecond discharge and described in section 9.1.3 (dashed lines and hol-
low symbols of the same color). It needs to be noted that these results are only to be
compared in the region of supersonic propagation velocities.
The same modes of flame propagation were observed in these experiments: deflagra-

tion, transient detonation, and C-J detonation. For the undiluted mixture (red lines),
detonation was observed at 0.6 bar of initial pressure under initiation by a microsecond
spark, whereas in the case of initiation by a non-equilibrium nanosecond discharge the
DDT was obtained at essentially lower pressure of 0.25 bar. For the mixture with ni-
trogen dilution level x=4, detonation was only observed under nanosecond initiation. In
the case of microsecond spark initiation, at maximum initial pressure of 1 bar transient
detonation mode with flame front velocity of ∼1000 m/s was observed. This indicates
essentially higher efficiency of a distributed quasihomogeneous non-equilibrium discharge
as a detonation initiator.
Simultaneously in the same experiments, mixture ignition was studied by measurement

of ignition delay time dependence upon initial mixture pressure and nitrogen dilution level.
Ignition delay time was determined from the delay between discharge initiation and the
onset of signal of the first pressure transducer located 23 mm away from the discharge
chamber. This ignition delay time dependence in various mixtures is presented in fig-
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Figure 9.10: Flame front velocity dependence upon initial mixture pressure for different
mixture compositions. Solid lines and solid symbols for microsecond initiation, dashed
lines and hollow symbols for nanosecond initiation. Same colors correspond to the same
mixtures.

ure 9.11. The results for ignition by a microsecond spark discharge are represented by red
symbols. Green symbols correspond to ignition by a non-equilibrium quasihomogeneous
nanosecond discharge in the first experimental setup described in section 9.1.1. The latter
results are described in detail in Refs.266,267 It is seen that in log-log scale the dependences
are straight lines, the slopes being different for different ignition types. Noteworthy is that
the values of ignition delay times are substantially lower for the microsecond ignition in
all the mixtures at initial pressures up to ∼0.5 bar.

9.3 Results discussion

Experiments on detonation initiation by a high-voltage nanosecond discharge in detona-
tion tube with 140 mm diameter showed that as nitrogen dilution level increased (mixtures
with x≥3 in figure 9.3) the DDT at the distance of 400 mm from the discharge chamber
occurred at increasingly higher initial pressures (0.4 bar and higher). In stoichiometric
propane/butane–oxygen mixture diluted with nitrogen, the minimal initial pressure for
the DDT to be observed increased from 0.31 to 0.4 bar when nitrogen concentration in
the mixture increased from 14% to 25%, whereas at nitrogen concentration of 33% the
minimal initial pressure amounted to 0.61 bar. When the dilution reached 38% the DDT
was only observed at the initial pressure of 1 bar. The dependence of flame front ve-
locity upon initial pressure in the region of nonstationary transient detonation became
less steep: for weakly diluted mixtures (with nitrogen concentration below 33%) transient
mode was observed in a ∼0.05 bar wide range of initial pressures, whereas in the mixture
with 40% of nitrogen, transient mode was observed at various initial pressures from 0.6
to 1 bar.
At the same time, the typical flame front acceleration decreased substantially as ni-

trogen concentration increased. In C3H8/C4H10 + 5O2 + N2 mixture, the acceleration
reached ∼3·106 m/s2 at initial pressure of 0.3 bar, whereas it amounted to only ∼4·105
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Figure 9.11: Ignition delay time dependence upon initial pressure in C3H8/C4H10 + 5O2 +
xN2 mixtures for various nitrogen dilution levels. Green symbols for nanosecond igni-
tion,266,267 red symbols for microsecond ignition.

m/s2 in 0.5C6H14 + 4.5O2 + 3N2 mixture at initial pressure of 0.8 bar. Low value of
flame front acceleration leads to a longer transient mode and, thus, to the increase of
the DDT length. This is also related to the less steep dependence of flame front velocity
upon initial pressure in transient mode. Since in transient detonation mode the pressure
wave is a shock wave propagating in front of the flame, the dependence of flame front
acceleration and velocity upon initial pressure is remarkably steeper in this mode than in
deflagration.
For comparison between detonation initiation efficiency by a distributed nanosecond

and a localized microsecond discharge, experiments were carried out in a detonation
tube with discharge chamber of analogous geometry. The tube diameters were differ-
ent: 140 mm for the case of nanosecond initiation and 53 mm for the case of microsecond
initiation. The comparison was made for the mixtures with detonation cell size substan-
tially smaller than both tube diameters: detonation cell size for C3H8 + 5O2 mixture at
0.25 bar is 3.8 mm, for C3H8 + 5O2 + 4N2 at 1 bar – 4.0 mm, and for 0.5C6H14 + 4.5O2 +
3N2 at 0.4 bar – 6.3 mm.

268 This allowed us to consider the conditions of detonation wave
propagation to be equivalent for the two detonation tubes. The results of the compari-
son, presented in figure 9.10 and discussed in section 9.2.3, indicate that the efficiency of
detonation initiation in the setup with nanosecond ignition is remarkably higher.
The conditions of detonation initiation in the two setups differ mostly in the temporal

and spatial shape of the discharge. The discharge chamber geometry itself influences
detonation initiation and propagation to a lesser extent, since the tube diameters exceed
detonation cell sizes greatly in all cases, and the single cell size diameter is 5 mm for
both discharge chambers. Nevertheless, the discharge chamber geometry together with
the high-voltage pulse shape governs the discharge temporal and spatial shape.
The ICCD imaging with nanosecond temporal resolution showed that the discharge
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developed quite differently in the two setups. It is seen from figure 9.1, that during the
early stages (t¡50 ns) the nanosecond discharge was distributed over the cross-section of
the chamber, filling a larger portion of the cells. During the later stages, the intensity fell
sharply. This indicated that most of the energy was deposited during the first 50 ns of
the discharge development, in agreement with the temporal shape of the electrical pulse.
In the setup with nanosecond ignition under typical values of voltage amplitude (∼10–

70 kV), voltage rise time (>1 kV/ns), and pressure (0.1–1 bar), gas ionization and dis-
sociation occur during very short times in the volume of each discharge cell. The typical
times of these processes are shorter than the typical gas-dynamic times. At the same
time, a relatively low portion of energy is deposited into translational degrees of freedom.
Instead, active radicals are produced in the discharge with their generation rate being
governed by the reduced electric field value. The radical concentration gradient, respon-
sible for Zeldovich’s gradient mechanism realization, is formed beside the high-voltage
electrode in the non-uniform electric field. Originating at the tips of the pin-like elec-
trode, the combustion wave propagates along the discharge cell, being intensified by the
gradient mechanism. The simultaneous exit of the combustion waves from the discharge
cells into the detonation tube leads to rapid the formation of the detonation wave. An
experimentally observed onset of detonation at a distance of less than one tube caliber at
an initial pressure of 0.25 bar confirms the high efficiency of detonation initiation by the
non-equilibrium plasma of the high-voltage nanosecond discharge.
In the setup with microsecond ignition, the discharge development begins at the re-

duced electrical field values close to the breakdown value, due to the long rise time of
several hundreds of nanoseconds. Since high values of overvoltage can not be reached, the
breakdown develops in the form of a streamer discharge, which transforms into a localized
spark discharge within ∼ 1 µs. In this case, a considerable portion of energy is deposited
into heating of the gas. It is noteworthy that ignition efficiency of a microsecond discharge
is significantly higher: ignition delay times for this kind of ignition are lower than those
in the same mixtures for nanosecond ignition (see figure 9.11). However, rapid ignition in
a single cell does not lead to effective shock wave formation and acceleration and, thus,
is not an effective means for detonation initiation.
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Chapter 10

Conclusions

During this project the following tasks have been performed and the following conclusions
can be done.

• A review was made which discusses different types of the discharges applied for
plasma assisted ignition and combustion. Special attention to experimental and
theoretical analysis of some plasma parameters was given, such as reduced electric
field, electron density and energy branching for different gas discharges. Stream-
ers, pulsed nanosecond discharges, dielectric barrier discharges, radio frequency dis-
charges, atmospheric pressure glow discharges are considered.

• Detailed measurements of the parameters of a streamer flash development in the air
for the pressure range 90-1300 Torr have been carried out in the plane-to-plane ge-
ometry for 20-42 kV positive and negative polarity nanosecond pulses. A numerical
model, which successfully predicts such streamer parameters as current, velocity of
propagation, and streamer’s head diameter in a wide range of pressures and voltages
has been developed.

New results have been obtained for spatial control of discharge uniformity at different
experimental conditions. LaVision ICCD camera with picosecond resolution was
used to obtain discharge images with a gate of 1 ns and subnanosecond delay between
frames. We controlled the process of the uniform discharge development from a
tip of conical electrode for different pressures and polarities. Development of the
discharge in plane–to–plane geometry was investigated for different repetition rates
of the pulses.

New technique for the control of electron density with a lower limit of measurements
1011 cm−3 and temporal resolution up to 100 ns has been adjusted and tested.
The technique is based on microwave I/Q interferometry at 94 GHz frequency.
The experiments demonstrated the efficiency of the technique in experiments with
discharge in repetitive regime. Good correlation between experimental data for
electron density obtained from electric current measurements and from microwave
interferometry has been demonstrated.

• The decay of electron density in the afterglow of a nanosecond pulsed discharge has
been investigated for room temperature and for high temperatures (1500–3000 K).
The experiments were carried out in N2, O2, CO2, N2 : O2 = 4 : 1, and water vapor
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for a gas temperature T=295 K and high voltage pulse of positive polarity with the
amplitude U=11 kV. Different repetition rates of pulses were tested. The initial
electron density practically does not depend upon a gas mixture composition. It
is equal to (1-3)·1012 cm−3 within the pressure range of 1–10 Torr. The plasma
decay time decreases with pressure, and corresponds to a few microseconds for N2,
O2, CO2, N2 : O2 = 4 : 1. Maximal recombination time (τ≈1.7 µs, p=2.5 Torr,
T=295 K) and initial electron density (n0≈ 2.2·10

12 cm−3) have been observed for
synthetic air. For water vapor, the recombination time is significantly lower. The
kinetic schemes were proposed for pure gases. Their verification has been made
using experimental data. The experiments in a high-temperature range were car-
ried out for CO2:O2:N2 mixture with different admixtures of water vapor. It can
be concluded from the experiments that water addition decreases significantly the
plasma decay time. Typical decay time during high temperature experiments was
equal to a few microseconds, and the electron density drops by an order of magni-
tude during 10 microseconds. Preliminary numerical modelling has been made, the
results demonstrate a reasonable agreement with the experiments.

• The decay of electron density in the afterglow of a nanosecond pulsed discharge has
been investigated for ambient temperature and for high temperature range (1500–
3000 K). The experiments were carried out in N2, O2, CO2, N2 : O2 = 4 : 1, and
water vapor for a gas temperature T=295 K, and for positive polarity high voltage
pulse with the amplitude U=11 kV. Different repetitive frequencies were tested.
The initial electron density practically dopes not depend upon a gas mixture com-
position. It is equal to (1-3)·1012 cm−3 in a pressure range 1–10 Torr. Plasma decay
time decrease with pressure, and lies within a few microseconds for N2, O2, CO2,
N2 : O2 = 4 : 1. Maximal recombination time (τ≈1.7 µs, p=2.5 Torr, T=295 K)
and initial electron density (n0≈ 2.2·10

12 cm−3) have been observed for synthetic
air. For water vapor, the recombination time is significantly lower. The kinetic
schemes were proposed for pure gases. Their verification has been made with the
use of experimental data. Experiments for high-temperature range were carried out
for CO2:O2:N2 mixture with different admixtures of water vapor. It follows form
the experiments that water addition decreases significantly the decay time. Typical
decay time in high temperature experiments is equal to a few microseconds, and the
electron density drops by an order of magnitude during 10 microseconds. Prelim-
inary numerical modelling has been made. The results demonstrate a reasonable
agreement with the experiments.

• The experimental investigation of processes of alkanes slow oxidation has been per-
formed. We have investigated kinetics of alkanes oxidation from methane to decane
in stoichiometric and lean mixtures with oxygen and air at room temperature under
the action of uniform high-voltage nanosecond discharge without gas flow. Also we
have investigated experimentally kinetics of C2H5OH, CH3COCH3, C2H2 in their
mixtures with oxygen and CO:O2 mixtures with small controlled additives of water
vapour.

The discharge was initiated with repetition rate 40 Hz in the discharge screened
tube with 5 cm diameter and 20 cm length. The pulses polarity was negative,
with 10 kV amplitude and 25 ns duration. Mixtures’ initial pressures were varied
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within 0.8-11 Torr range with the step of 0.8 Torr. The discharge current, electri-
cal field and energy input have been measured with nanosecond time resolution.
Emission intensities of the molecular bands such as NO(A2Σ → X2Π, δv = 3),
N2(C

3Π, v′ = 1 → B3Π, v′′ = 7), N2(B
3Π, v′ = 6 → A3Σ, v′′ = 3), N+

2 (B
2Σ, v′ =

0 → X2Σ, v′′ = 2), CO+
2 (B

2Σ → X2Π, δv = 0), CH(A2∆, v′ = 0 → X2Π, v′′ = 0),
OH(A2Σ, v′ = 0 → X2Π, v′′ = 0), CO(B1Σ, v′ = 0 → A1Π, v′′ = 2) have been
measured in integral regime (integration time was 2.2 s) and with nanosecond reso-
lution. Methane concentration was measured by absorption of He-Ne laser emission
in integral regime. On the base of optical measurements time of the full oxidation
of the alkanes was determined.

On the base of experimental data the kinetic scheme was proposed to describe
nanosecond discharge action on hydrocarbon-containing mixtures. It was demon-
strated that it is possible to describe experimentally obtained dependencies of the
oxidation time vs gas pressure for different mixtures. The main radicals respon-
sible for oxidation are O(1D) and OH. Equal time of oxidation for a set of heavy
hydrocarbons is explained by negative reverse back-coupling through stable inter-
mediates, such as H2O2 and CO. A good correlation between calculations based on
these assumption and experimental data was found.

• An analysis of the ignition of H2-containing mixtures at high temperatures under
the action of a nanosecond high-voltage discharge has been performed numerically
and experimentally for a wide range of parameters. A comparison of the equilibrium
and nonequilibrium excitation was performed. The model constructed supports the
conclusion that nonequilibrium excitation is much more effective than the equilib-
rium one for ignition control. In particular, the ignition threshold shift in H2-Air
mixture is about 300 K under the discharge action with the equivalent energy input
of 15 K.

• The numerical analysis of ignition efficiency allowed to perform experimental in-
vestigations of the initiation of the ignition by nanosecond discharge at high tem-
peratures. A novel experimental scheme for the investigation of ignition delay at
high temperatures under the action of a high-voltage nanosecond discharge has been
developed. Electrical parameters on a nanosecond time scale and the ignition pro-
cesses on a microsecond time scale were investigated. Ignition delays for different
mixtures, gas pressures and temperatures were obtained experimentally. The de-
pendence of the ignition delay upon temperature, high voltage pulse amplitude, and
the energy release into the discharge was determined experimentally for H2-O2 and
H2-air mixtures diluted with argon or helium. ICCD camera PicoStar HR12 was
used to obtain the discharge images in a hot mixture with high temporal resolution.
The wavelength sensitivity of the optical system was 300-800 nm. The homogeneity
of the discharge development and the ignition initiation was shown up to the pres-
sure of 2 atmospheres under the discharge excitation. Obtained data were compared
with the results of numerical calculations.

• We have conducted the experiments and numerical modelling of the ignition of
hydrocarbon–containing mixtures under the action of pulsed nanosecond discharge.
The experiments were carried out with a set of stoichiometric mixtures CnH2n+2 : O2
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(10%) diluted by Ar (90%) for hydrocarbons from CH4 to C5H12. The temperature
behind the reflected shock wave (T5) varied from 950 to 2000 K, and the pressure
(P5) was 0.2 to 1.0 atm. For each set of experimental parameters we have compared
the ignition by the discharge with autoignition.

A numerical model has been built which takes into account both high–temperature
kinetics of the ignition and production of atoms and radicals by a nanosecond dis-
charge. At the first stage, we calculated energy branching in the discharge on the
basis of experimentally determined electric field and energy input. Reactions re-
sponsible for the energy transfer from electronically excited buffer gas to molecules
with subsequent production of atoms and radicals was included into kinetic scheme.
At the second stage, we modelled high–temperature kinetics, taking into account
atoms and radicals produced at the first step.

Comparison of the results of experiments and numerical modelling gives a reasonable
agreement and allows to conclude that, at our experimental conditions, the most
important channel of the energy input is dissociation by an electron impact and
production of electronically excited atoms and molecules. Additional production
of atoms and radicals due to the quenching of electronically excited species in the
nearest afterglow does not exceed factor of 2–3. These atoms and radicals (O, H, OH,
CnH2n−1 etc.) lead to the uniform in space ignition of gas mixtures at temperatures
500–200 K lower than the autoignition temperature.

• To elucidate the main channels which are responsible for the ignition under the
action of a nanosecond discharge, and separate the role of dissociated species, in part,
the role of electronically excited atoms O(1D), we performed a set of experiments
with specially prepared mixtures of N2O with hydrogen, diluted by argon. The
experiments were carried out behind a reflected shock wave. A radiation of pulsed
ArF laser was used instead of the discharge to provoke the ignition. Comparison
of ignition by the discharge and by laser flash-photolysis for the same experimental
conditions and for gas mixture of special composition has been made.

The kinetics of chemical transformations in N2O–H2–O2–Ar mixtures have been
studied in the temperature range from 1000 to 2700 K and pressures from 0.1 to
10 atm. A shock-tube experiment has been used to obtain data on ignition delay
time in mixtures which are diluted with the noble gas (50 to 90% Ar). Based on the
data obtained and the data of kinetic experiments in mixtures containing up to 97%
Ar, a mechanism to describe the kinetics in the given system has been suggested.

• The influence of gas excitation by a pulsed nanosecond atmospheric-pressure barrier
discharge (with a high-voltage pulse amplitude up to 25 kV, pulse repetition rate up
to 10 kHz, pulse duration is 5–70 ns) on the characteristics of a premixed propane–air
and methane–air flames has been investigated within a wide range of the equivalence
ratios (0.4–5). It was experimentally found that the flame blow-off velocity increases
more than twice with the discharge energy input 0.1% of the burner’s chemical
power. The emission profiles of the OH, CH, and C2 radicals along the flame were
studied using emission spectroscopy. An efficient production of active radicals under
the action of a barrier discharge has been observed. Based on the data obtained,
the increase in the flame propagation velocity is explained by the production of
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atomic oxygen in a discharge due to the quenching of electronically excited molecular
nitrogen N2 and the electron-impact dissociation of molecular oxygen. A numerical
model has been developed that qualitatively describes the influence of a barrier
discharge on flame propagation.

It was shown experimentally that results for methane-air flame are similar with
propane-air one. The acceleration mechanisms are similar in both cases. Besides
proper form of energy input, proper organization of discharge is of great importance.
The main characteristics of successful energy input, in this case, is the maximum
value of the ratio of flame blow-off velocity with discharge to that one without
the discharge (instead of maximum possible flow speed), and the minimal ratio
between discharge energy input and chemical power of a burner. The comparison of
the effectiveness of plasma-assisted combustion for different types of the discharge,
different pulse durations, pulse repetition rates and other parameters, which are
responsible for active particles production, was performed. Development of the
streamer in different regimes was studied, optimal regimes were found.

It was found that active particles (O and OH primarily), which are produced under
the discharge action, play the most significant role in the effect of combustion accel-
eration. The model of flame acceleration, based on nitrogen quenching on oxygen
molecules, with production of O and OH radicals, was confirmed by spectroscopic
investigations. Detailed results concerning OH emission and blow-off velocities are
represented. For barrier discharge, which was proved to be efficient for flame control,
dependence of flame blow-off velocity from pulse amplitude and pulse repetition rate
was found.

• To prove the suggested mechanism which is responsible for a flame stabilization by
the nanosecond barrier discharge we performed measurements of the gas flows (air
and propane-air) temperatures in the barrier discharge. The measurements were
performed using rotationally-resolved 0-0 band of 2nd positive emission system of a
nitrogen molecule. It was found that gas heating in a propane-air mixture is stronger
than in a pure air. Basing on the results of numerical modelling we can conclude that
additional heating in propane-air mixtures occurs due to atomic oxygen production
in the discharge, and the direct thermal heating by the discharge is insufficient
to promote a combustion. The main reasons for the temperature growth are the
following. The first is an additional energy release in chain reactions, and this
effect is important at high temperatures (near the temperature of self-ignition).
The second, which is more important at lower temperatures, is the difference in
mechanisms of O atoms recombination in air and propane-air: recombination in
air proceeds via O-O and O-O2 collisions, while in propane-containing mixtures the
recombination goes with OH radical formation – this process is much more faster.
Because the residual time of a mixture portion in the discharge zone is limited by
the flow velocity (near 1 ms), such energy release acceleration is important in kinetic
processes. The modelling of gas heating was performed with taking into account
O(1D) which is produced in the discharge, good correlation between experimental
data and calculations was performed.

• A set-up to study the liquid fuel atomization under the influence of pulsed nanosec-
ond discharge was designed and assembled. The effect of discharge influence was
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observed during the regime of strongly aerated liquid atomization. Two differences
could be mentioned: the optical density of the flow was reduced with the discharge
as well as the atomization time. Regimes and electrodes’ geometry were found
when nanosecond pulsed discharge affects strongly the liquid atomization. With
liquid consumption up to 20 g/sec (and discharge power 3kW, which corresponds to
5% vapourization) it’s possible to obtain atomization of a flow in the regimes where
there is no atomization in the absence of the discharge. It was found that the main
mechanism of the discharge influence lies in vapourization of liquid in the breakdown
channel with further changes in flow pattern. The maximum liquid consumption for
effective atomization is limited by the stable breakdown appearance.

• The study of propane-air plasma in the hypersonic flow was performed. The flow
regime corresponded to Mach number of 8, gas flow was equal to 0.2 g/s. The pre-
chamber was equipped with heater which allowed us to heat the gas up to 700 K
before its expansion into the nozzle. The stable diffuse plasma was created by low-
pressure aerodynamically stabilized DC discharge between nozzle and high-voltage
electrode. Mean electron energy in this type of discharge is rather high and gas
excitation includes ionization, dissociation, excitation of electronic and vibrational
states, so discharge provides almost no direct heating. Spatial distribution of the
different molecular bands emission was measured. The region of gas relaxation and
chemical reactions (emission peak of CH radical) was determined. Maximum of CH
emission corresponds to the region near the shock wave front, while the maximum
of emission intensity of nitrogen molecule corresponds to the near-electrode region.
The emission of CH radical rapidly drops down due to fast chemical reactions near
the shock wave front in this regime. Thus, we have demonstrated the chemical
reactions initiation and ignition zone stabilization in the cold flow by high-voltage
gas discharge.

• Two installations have been assembled to experimentally study detonation initiation
by high-voltage nanosecond and microsecond discharges. Images of the discharge
development were taken by an ICCD camera with nanosecond temporal resolution
in both cases. The nanosecond pulsed discharge developed quasihomogeneously over
the discharge chamber cross-section within the first 50 ns effectively ionizing and
dissociating the mixture in a bulk volume. The microsecond discharge developed
into a localized spark discharge after 50 ns at atmospheric pressure.

Under initiation by the distributed nanosecond discharge in a 140 mm diameter
smooth detonation tube, a successful DDT was observed at 3 calibers from the
discharge chamber in all the C3H8/C4H10+5O2+xN2 mixtures with N2 concentration
up to 38%. The energy input did not exceed 3 J, the DDT time was less than
1 ms. Under initiation by the localized microsecond discharge in a 53 mm diameter
smooth detonation tube, the DDT was observed at higher initial pressures for the
same mixtures as compared to the nanosecond ignition. Thus, higher efficiency of
detonation initiation by the nanosecond discharge comparing to the microsecond
spark discharge has been demonstrated. At the same time, the ignition delay times
under the microsecond excitation in all mixtures under study were significantly lower
as compared to the nanosecond ignition, due to the local nature of energy deposit
in the microsecond discharge.
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Thus, a method for detonation initiation has been developed which allows to de-
crease the DDT length in smooth tubes to several calibers due to the non-equilibrium
mixture excitation in a bulk volume. The simultaneous mixture ignition in a large
number of discharge cells together with Zeldovich’s gradient mechanism leads to the
rapid formation of a detonation wave.

Basing on the results obtained, two new projects were proposed and supported by
EOARD. The first is “Kinetics in Gas Mixtures for Problem of Plasma Assisted Combus-
tion” (RUP1-1513-MO-06). The aim of this project is to analyze efficiency of different
species in plasma activation of fuel for PAI/PAC problem. Experiments will be performed
using the same type of discharge, but for different gas temperatures: series of the exper-
iments will be made near the autoignition threshold, and another series of experiments
will be made at ambient gas temperature. We will study reduction of ignition delay at
relatively high temperatures, extracting the main species and processes responsible for
the ignition. We will analyze kinetics of oxidation in case of experiments at ambient tem-
perature. We will construct kinetic schemes for both cases and will compare them with
available kinetic schemes for oxidation and ignition.
As a result of the project we anticipate experimental data concerning production of

radicals, electronically excited species, dissociated species and gas temperature dynamics
under the plasma assisted ignition and combustion. Kinetic scheme will be built to de-
scribe plasma assisted oxidation at low temperatures as well as at the temperatures near
the autoignition threshold.
The second project is “Deflagration-To-Detonation Transition Control By Nanosec-

ond Gas Discharges” (RUP1-1512-MO-06) The goal of this project is the investigation
of detonation-to-deflagration transition in hydrocarbon-air mixtures and possibility to
control this process by non-equilibrium gas discharge plasma. The main problem for
deflagration-to-detonation process control is the length of detonation wave formation.
DDT length depends on the initial mixture composition, the initiation energy distribu-
tion and geometry of the chamber. In this project we propose to use non-equilibrium
gas discharge plasma for preliminary gas excitation and for the reduction of the chemical
induction time in the mixture. The synchronization of the ignition of different parts of
the gas using gas discharge excitation may lead to sufficient reduction of the DDT length
and improvement the efficiency of the process.
The ignition dynamics under the action of nanosecond discharge (up to 300 kV voltage,

up to 3 atm initial gas pressure, T = 300 K) will be investigated under non-equilibrium
plasma excitation conditions. The main processes responsible for the ignition initiation
and control will be determined. The reduction of DDT length due to gradient mech-
anism will be experimentally investigated and numerical model of the process will be
constructed for hydrocarbon-air mixtures. We propose the experimental investigations of
the flame control using the electric discharge. Strong electric field causes the pulsed dis-
charge development and the non-equilibrium plasma production and start of chain chem-
ical processes. We suggest the experimental investigation of deflagration-to-detonation
transition and it’s control with the help of electric discharge through Zeldovich’s gradient
mechanism. The influence of the discharge parameters on characteristic time and length
of deflagration-to-detonation transition in hydrocarbon-air mixtures will be investigated.
Also a laboratory-scale discharge cell installation will be constructed.
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